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M. R. Barone 

D. A. Caulk 

Engineering Mechanics Department, 
General Motors Research, 
Warren, Ml 48090-9055 

A New Method for Thermal 
Analysis of Die Casting 
A new approach is developed for solving the initial value, steady periodic heat 
conduction problem in steady-state die casting. Three characteristics found in nearly 
all die casting processes are exploited directly: The casting is thin compared with 
its overall size, its thermal conductivity is high compared with that of the mold, 
and the cycle time is short compared with the start-up transient of the process. 
Under these conditions, it is reasonable to neglect the transverse temperature gra­
dients in the casting and assume that all die temperatures below a certain depth 
from the cavity surface are independent of time. The transient die temperatures near 
the cavity surface are represented by a polynomial expansion in the depth coordinate, 
with time-varying coefficients determined by a Galerkin method. This leads to a set 
of ordinary differential equations on the cavity surface, which govern the transient 
interaction between the casting and the die. From the time-averaged solution of 
these equations, special conditions are derived that relate the transient solution near 
the cavity surface to the three-dimensional steady solution in the die interior. With 
these conditions, the steady temperatures in the bulk of the die can be determined 
independently of the explicit surface transients. This reduces the effort of solving 
a complex transient heat conduction problem to little more than finding a steady 
solution alone. The overall approach provides a general analytical tool, which is 
capable of predicting complex thermal interactions in large multicomponent dies. 

1 Introduction 
Die casting is a foundry process in which liquid metal is 

injected under high pressure into a permanent, water-cooled 
die, where it solidifies to a precise shape. The die performs 
two basic functions in making the casting: It imparts shape 
and it removes heat. In most situations, the second function 
is more difficult to control, probably because the thermal char­
acteristics of the die affect so many aspects of the process. For 
example, the die surface must cool the metal rapidly, but not 
so rapidly that solidification occurs during cavity fill. Die tem­
peratures should be fairly uniform or they will distort cavity 
dimensions and impair the precise fit between mated die com­
ponents. The casting should eject with a relatively uniform 
temperature as well, or it may distort as it cools outside the 
die. Finally, if transient extremes in die temperature are too 
large, the die surface may prematurely crack, or heat check, 
due to thermal fatigue. 

Although die cooling affects all these conditions, the rela­
tionships involved are often too subtle and too complex to 
predict how a given die will perform before it is built. Even 
when testing reveals certain design deficiencies, it is no easier 
to suggest what changes would make the die perform better. 
In spite of such a clear opportunity, however, thermal analysis 
is used far less in die casting than in other foundry processes. 
The primary reason appears to be the unusual mathematical 
structure of the die casting problem. 

Die casting is distinguished from most other foundry proc­
esses by the fact that the same mold is used to make more than 
one casting. This means that the thermal disturbance caused 
by the first casting remains in the die to affect solidification 
of the next casting, and so on. The die temperatures gradually 
increase as more castings are made, until the process reaches 
steady state and the die temperatures become periodic. The 
solution at steady state is usually the most important. But at 
steady state, the heat conduction problems in the casting and 
the die are fundamentally different: The casting temperature 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 1992; 
revision received September 1992. Keywords: Conduction, Materials Processing 
and Manufacturing Processes. Technical Editor: R. Viskanta. 

is known explicitly at the moment of injection, whereas the 
initial die temperatures are determined implicitly by the fact 
that they are periodic. The combination of these two problems 
is very difficult to solve directly. 

Previous attempts to analyze heat conduction in steady-state 
die casting have approached the solution in one of two ways: 
(1) Some distribution of die temperatures is arbitrarily assigned 
at the beginning of a steady-state cycle, e.g., Riegger (1981), 
Ohtsuka et al. (1982), and Granchi et al. (1983), or (2) the 
steady periodic solution in the die is approached asymptotically 
by starting the die at room temperature and solving for the 
entire start-up transient, e.g., Grant (1981) and Kearns (1986). 
The first approach relies on an ad hoc assumption, and the 
second, though rigorous, can lead to unacceptably long com­
putations, especially in large dies. 

The arbitrariness of prescribing the initial die temperatures 
for a steady-state casting cycle is now generally recognized and 
most commercial software vendors, e.g., Kallien and Sturm 
(1991), recommend the second approach described above. But 
since the transient time step must be small to follow accurately 
the rapidly fluctuating temperatures during the cycle, and many 
cycles are typically needed to reach steady state, computation 
times can be enormous, especially in large dies (Kearns, 1986). 

In this paper, we develop a new approach to thermal analysis 
of die casting, which is capable of predicting the periodic die 
temperatures at steady state without solving for the start-up 
transient. The validity of this approach depends on three spe­
cial conditions, which are found in nearly all die casting proc­
esses: The casting is thin compared with its overall size, its 
thermal conductivity is high compared with that of the mold, 
and the cycle time is short compared with the start-up transient 
of the process. Under these conditions, nearly all transient heat 
conduction is directed perpendicular to the casting and the 
periodic temperatures in the die penetrate only a short distance 
below the cavity surface. We idealize the temperature solution 
in the die by assuming that the die temperatures below a certain 
distance from the cavity surface are independent of time (Caulk, 
1990). In the transient surface layer, the solution is represented 
as a finite polynomial in the transverse coordinate, with coef­
ficients that depend on time. These coefficients satisfy a set 
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of ordinary differential equations determined by a Galerkin 
method. From the solution of these equations, it is possible 
to construct a set of linear equations relating the time-averaged 
die surface temperatures on both sides of the casting. In this 
way, the time-averaged die temperatures can be determined 
independently of the explicit surface transients, and the effort 
of solving the entire transient problem is reduced to little more 
than finding the steady solution alone. 

To calculate the steady die temperatures, we use a boundary 
element method with special one-dimensional elements to rep­
resent cooling lines (Baroneand Caulk, 1985). Unlike the finite 
element method, a boundary element model requires no in­
terior mesh, making the die models easier to build and cooling 
lines easier to change. The combination of the local transient 
analysis near the casting with the boundary element analysis 
of the steady die temperatures provides a powerful analytical 
tool, which is applicable to a large class of die casting and 
permanent mold processes. 

To evaluate the accuracy of the various assumptions, we 
compare the results of this new approach with finite difference 
calculations in a number of one-dimensional examples based 
on a typical aluminum process. Remarkably accurate results 
are achieved, even for moderately thick castings. Finally, we 
illustrate the practical utility of the method by considering 
several two-dimensional examples with nontrivial die geome­
try. 

2 The Heat Conduction Problem 
Before we develop the details of our modeling approach, it 

is useful first to formulate the general heat conduction problem 
for steady-state die casting. This will include certain basic 
assumptions that are common in nearly all analyses of this 
sort. 

Depending on the size of the part, the liquid metal can take 
from 10 to 500 ms to fill the die cavity. As a first approxi­
mation, we adopt the usual approach of neglecting the heat 
transferred during flow—the so-called "instant fill" assump­
tion. With this assumption, the casting cycle is divided into 
two parts: the residence time, when metal is in the die cavity, 

Cooling Line 

o Die 1 d 
j Casting 

R ? ^ 

Cavity Surface 

^ ^ -
Parting Surface Transient Surface Layer 

O Steady Die 
Interior Outer Surface Qj@ 2 

Fig. 1 Schematic illustration of a die-casting die 

and the open time, when it is not. For convenience we let the 
cycle begin at the moment of injection. Let tr represent the 
residence time and tc the total cycle time. 

Let the three-dimensional region in the die cavity be denoted 
by C and the collection of die components by 33. The bound­
aries of the die components are divided into four surfaces: the 
cavity surface, where the die is in contact with the casting; the 
parting surfaces, where the die components are in contact with 
each other when the die is closed; the cooling surfaces, which 
are just the internal surfaces of the cooling lines; and the outer 
surfaces, which are in contact either with the die casting ma­
chine or the outside air. The cavity surface is denoted by dQ, 
the parting surfaces by d<S>, the cooling surfaces by a w , and 
the outer surfaces by 933. A schematic illustration of the die 
and cavity is given in Fig. 1. 

The temperature at any point x,(i = 1, 2, 3) and time t is 
denoted by 6(Xi, t). Thermal conductivity is designated by k, 
mass density by p, heat capacity by c, and thermal diffusivity 
by a = k/pc. The temperature and properties associated with 
the die have no subscripts and those associated with the casting 
are distinguished by adding a subscript c. The thermal resist­
ance of the die lubricant is represented by an effective heat 
transfer coefficient h specified on the cavity surface. The con­
tact resistance between the die components at the parting sur-

1(37> a$l 

Nomenclature 

bB = 

c = 
Co = 
Q = e = 
ae = 

d = 

D = 
2D = 

933 = 
h = 

h„ = 

k 
N 

coefficients in the contact 
surface conditions on the 
cavity surface 
coefficients in the contact 
surface conditions on the 
parting surface 
heat capacity 
sensible heat capacity 
relative cooling load 
cavity region 
cavity surface 
depth of the transient sur­
face layer 
water depth in die 
die region 
die surface 
heat transfer coefficient 
on the cavity surface 
heat transfer coefficient 
on the outer surface 
heat transfer coefficient 
on the parting surface 
thermal conductivity 
number of polynomial 
terms in the temperature 
representation 

d(P = parting surface 
q = heat flux normal to the 

cavity surface 
q = time-averaged heat flux 

QL = latent heat per unit mass 
t = time 

tc = cycle time 
tr = residence time 

dW = cooling line surface 
Xj = Cartesian coordinates 

xa = curvilinear coordinates on 
the contact surface 

z = thickness coordinate in the 
surface layer 

a = thermal diffusivity 
0 = temperature 
d = time-averaged temperature 

Bm = temperature coefficients in 
the surface layer 

6m = time-averaged temperature 
coefficients 

6[iq = liquidus temperature 
0SOi = solidus temperature 

6C = initial casting temperature 
including equivalent sensi­
ble heat 

fj. = casting mass density per 
unit area 

p = mass density 

Subscripts 
a = 
c = 

i = 

P = 
^ = 
w = 
0 = 

ambient 
casting property or vari­
able 
interface between the sur­
face layer and the die inte­
rior 
parting surface 
cavity surface 
water 
index denoting casting side 
associated with a property 
(= 1,2) 

Superscripts 
A = 
S = 
(5 = 

antisymmetric part 
symmetric part 
index denoting casting side 
associated with a variable 
(= 1, 2) 
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faces is represented by an equivalent heat transfer coefficient 
hp. The water temperature in the cooling lines is denoted by 
dw and the associated heat transfer coefficient by hw. Similarly, 
the ambient temperature on the outer die surfaces is denoted 
by 6a and the heat transfer coefficient by h0. The temperature 
in the casting alloy at the beginning of the cycle is 6°, which 
is assumed to be uniform throughout, the dig cavity. 

The heat conduction equation in the casting is 

30, , 
—- = acV

26c, i n e f o r O < r < ^ . , 
ot 

(2.1) 

where the heat capacity cc of the casting material is taken as 
a function of temperature to account for the latent heat of 
solidification. The boundary condition on the cavity surface 
is given by 

' dn~~ 
h(6-6c) on 3C for 0<t<tr, (2.2) 

where n is directed along the outward normal to the die surface. 
The casting temperature satisfies the initial condition 

dc(xh 0) = 6°c. (2.3) 

Like the casting, the heat conduction equation in the die 
components is given by 

30 

dt~ = a V in SD for 0</<f , . (2.4) 

The thermophysical properties of the die material are assumed 
to be constant. The boundary conditions during the residence 
time are given by 

th(d-ec) on ae 
30_ UpM on 3(9 
dn~ \h0(d-6a) on 35D 

\hw(e~e„) on aw 

forO<a<f„ (2.5) 

where the notation P J denotes the jump in temperature at a 
parting surface due to the finite contact resistance represented 
by the coefficient hp. During the open time, the corresponding 
boundary conditions are 

-k-
30 h0(6-ea) onae + acp + asD 
dn lhw(d-6w) on a w 

for tr<t<tc. (2.6) 

Unlike the casting temperatures, the steady-state die temper­
atures are not known at t — 0. Instead, they are determined 
indirectly through the periodicity condition 

6(xh 0) = d(Xi,tc). (2.7) 

Even though the heat conduction problems in the casting 
and the die are governed by the same differential equation, 
the solutions are fundamentally different in character: The 
initial casting temperature is specified explicitly by Eq. (2.3), 
whereas the initial die temperatures are determined implicitly 
by satisfying the periodicity condition (2.7). More formally, 
the casting temperatures satisfy an initial value problem, while 
the die temperatures satisfy & steady periodic problem. Either 
one of these problems would not be difficult to solve by itself. 
But since both solutions are coupled through the boundary 
conditions (2.2) and (2.5)! on the cavity surface, they must be 
solved together. This gives the problem a mixed character that 
rules out traditional methods for solving it directly. 

The classical method for solving steady periodic problems 
is to express the boundary condition in a series of harmonics 
and use Fourier transforms. But since the boundary condition 
on the cavity surface is linked to an initial value problem in 
the casting, this representation cannot be applied in this con­
text. The only other alternative is to treat both the casting and 

the die as initial value problems and integrate both solutions 
through enough consecutive casting cycles for the die temper­
atures to become periodic. The obvious drawback of this ap­
proach is the need for extremely long computation times 
(Kearns, 1986). But other, more subtle, numerical problems 
can occur in some cases. If the time step is not small enough, 
the limiting solution can have spurious oscillations (Myers, 
1978). Moreover, when a large contrast exists between the cycle 
time and the length of the start-up transient, the differential 
equations can be numerically stiff, requiring elaborate methods 
of integration (Gear, 1971). 

3 Modeling Idealizations 
To simplify the general heat conduction problem outlined 

in the previous section, we make three physical assumptions, 
which are valid in nearly all die casting processes: 

1 The nominal thickness of the casting is small compared 
with its overall size. 

2 The thermal conductivity of the casting alloy is much 
greater than that of the die steel. 

3 The casting cycle is short compared with the start-up 
transient in the die. 

These assumptions permit several idealizations in both the 
casting and the die. First we consider the casting. 

Since the casting is thin and the casting alloy has a high 
thermal conductivity, we neglect the transverse temperature 
gradient in the casting compared with that in the die. We also 
neglect the casting thickness compared with the major die 
dimensions, so that the die cavity Q collapses to zero volume. 
The casting is represented as a surface coincident with 3(3, 
with a single temperature and a two-dimensional mass density 
defined at every point. Although the casting temperature may 
vary with position on 3G, the heat flux associated with these 
gradients is neglected, compared with the transverse compo­
nent into the die. 

In the die, we use the approach developed by Caulk (1990) 
and restrict the region affected by the periodic transient tem­
peratures. When the casting cycle is short compared with the 
characteristic time scale for heat conduction in a die compo­
nent, the periodic temperature transients associated with the 
repeated injection of liquid metal into the die cavity penetrate 
only a short distance into the die. Although the temperature 
near the cavity surface can vary as much as several hundred 
degrees during the cycle, the die temperatures are virtually 
steady only a few centimeters below the cavity surface. The 
actual attenuation is exponential, but we idealize it here by 
assuming that all transient die temperatures occur in a finite 
boundary layer of uniform depth, called the transient surface 
layer (Fig. 1). The depth of the transient surface layer depends 
on the thermal diffusivity of the die material and the cycle 
time of the process. Below the transient surface layer, in what 
is called the steady die interior, the temperatures are assumed 
to be independent of time. A transient surface layer also exists 
along the parting surfaces. Here the transient die temperatures 
result from periodic contact between die components with un­
equal temperatures rather than direct exposure to molten cast­
ing material. 

We assume that temperature is continuous at the interface 
between the steady die interior and the transient surface layer, 
but only require continuity of the normal heat flux in a time-
averaged sense. As in the casting, the temperature in the surface 
layer may vary with position along the cavity surface, but the 
associated heat flux is neglected compared with the transverse 
component. This makes the problem in the casting and the 
adjacent surface layers locally one dimensional, with all spatial 
coupling between different points along the casting occurring 
because of compatibility with the three-dimensional solution 
in the steady die interior. For convenience in what follows, we 
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refer to the idealizations introduced in this section as the sur­
face layer model. 

4 Governing Equations 

Transient surface layers exist along both the cavity and part­
ing surfaces. In what follows, we refer to the combination of 
these surfaces as the contact surface. Let xa (a = 1,2) be 
curvilinear coordinates on the contact surface 96 + d(P, which 
we assume has a unique normal, except along isolated branch 
lines where two different parts of the casting surface intersect, 
or along isolated parting lines where a parting surface intersects 
the casting surface. At all other points, the casting is bounded 
by die material on two distinct sides, which we distinguish by 
the labels 1 and 2. 

The heat conduction problem in the casting and transient 
surface layers is formulated by generalizing the approach by 
Caulk (1990), which did not include interaction between die 
components. In each die component, we define z as a third 
coordinate along the inward normal to the cavity surface. The 
transient surface layer is defined by 0 < z < d, where the 
layer depth d must be specified in advance (Fig. 1). The specific 
value of d turns out to be relatively unimportant as long as it 
is large enough to include most of the region actually affected 
by transient temperatures. Based on the results of Caulk (1990), 
we assume that 

d=l.5(atc)
1/2. (4.1) 

The temperature in each surface layer is represented by the 
finite polynomial 

N 

6(xm z, t)=60(xa) + J] 6m(xa, t){\-z/d)"\ 

0<z<d, (4.2) 

where 0O is the constant temperature at the interface with the 
steady die interior. The coefficient functions dm{xa, t) in Eq. 
(4.2) are determined by neglecting the heat flux parallel to xa 

and requiring that the heat conduction equation (2.4) be sat­
isfied in the following integrated sense: 

j (pcj-t+^\(\'Z/d)"dz = Q, (u = 0, 1, N) (4.3) 

where q is the heat flux parallel to z. Let qs and q, represent 
values of the heat flux at the cavity surface z = 0 and the 
interface z = d, respectively. Then, following Caulk (1990), 
Eq. (4.3) can be integrated with the help of Eq. (4.2) to yield 

N j 

P(^de 2 —— ei + qf = ql, (4.4) 

<W^E ^ - T T ^ + <V4.) E — ~ l € = ql, " . m + n + l ^-J
1 m + « - 1 

m=1 m=3 

03=1, 2; n= 1,2, TV) (4.5) 

where a superposed dot denotes a partial derivative with respect 
to time. Greek superscripts are used to distinguish values of 
dependent variables on the two sides of the casting and sub­
scripts are used to distinguish values of material properties. 
The 2/V equations in Eq. (4.5), together with the boundary 
condition on the cavity surface, are sufficient to determine 
the surface flux qs(xa, t) and the temperature coefficients 
Sm(Xc t) in both surface layers. Equation (4.4) merely deter­
mines qf, which does not appear in any of the other equations. 
The solution of Eq. (4.5) converges very rapidly with increasing 
order of the polynomial representation (4.2) (Caulk, 1990). 
We used TV = 4 for the examples in this paper. 

Let n ( J O represent the mass density of the casting, per unit 
area on 3(3. Then during the residence time the casting tem­
perature dc(xa, t) is governed by the equation 

-ficj^ql + q2 ondefor0<t<tr, (4.6) 

which equates the energy removed from the casting to the heat 
flux into the surface layers on each side. To represent the latent 
heat of solidification, we assume the heat capacity cc of the 
casting alloy is a function of temperature. Let QL denote the 
latent heat per unit mass and let 0Uq and d50\ denote the liquidus 
and solidus temperatures, respectively. Then, we assume that 
cc depends on temperature in the form 

tC0 0 c > " l i q > 

co+gz/(0i i q-0soi) 0iiq>0c>0soi, (4.7) 
C0 dso\>dc, 

where c0 is the sensible heat capacity of the casting material. 
From Eq. (2.5), the heat flux on the cavity surface during the 
residence time is 

<?f = M # c - 0 ? ) o n d S for0<t<tn (4,8) 
where d®(xa, t) is the cavity surface temperature, and from 
Eq. (4.2) 

ef = flg+SC (4-9) 
m = l 

On the parting surface, the surface layer solutions are coupled 
through continuity of the heat flux when the die is closed, 

q2
s= -ql = hp(dl~62) ond(P for0<t<tr. (4.10) 

When the die is open, the heat flux on either surface is simply 

-Qs=h0(e^-ea) on d(P + dQ for tr<t<tc. (4.11) 

The temperature coefficients df„ must be continuous at t = tr 

and satisfy the periodicity conditions 

6i(xa, 0) = 6i(xa, te). (4.12) 

The casting temperature satisfies only the initial condition 

dc(xa,0) = e°c. (4.13) 

For convenience, we call Eqs. (4.4)-(4.13) the surface layer 
equations. 

The steady temperatures in the interior of each die com­
ponent are governed by the three-dimensional Laplace equa­
tion, subject to the boundary conditions in Eqs. (2.5) and (2.6) 
on the cooling lines and outer surfaces. In addition, the steady 
interior solution must satisfy continuity of temperature and 
time-averaged heat flux at the interface with the transient sur­
face layer at z = d&. Instead of imposing the latter conditions 
directly, we follow Caulk (1990) and extend the interior so­
lution to the contact surface by identifying it with the time-
averaged solution in the surface layer. This satisfies the inter­
face conditions identically and eliminates the need to solve the 
steady problem over a subregion of the die. For clarity in what 
follows, we refer to the extended interior sojution as the time-
averaged interior solution and denote it by d(xt). Throughout 
the die, the time-averaged interior solution is governed by 

V20 = O in 33. (4.14) 

Although Eq. (4.14) is a linear equation, the time-averaged 
solutions in the separate die components are coupled at points 
along the contact surface through conditions that follow from 
the time-averaged solution of the nonlinear surface layer equa­
tions (4.5) and (4.6). These conditions, which relate the time-
averaged temperature and heat flux on the two sides of the 
contact surface, are called the contact surface conditions. Since 
the surface layer equations are nonlinear, the contact surface 
conditions are nonlinear as well. This presents a formidable 
numerical problem that, while soluble, would require consid­
erable computational effort. To avoid this, we introduce an 
additional assumption on the latent heat. 

For purposes of calculating the time-averaged solution, we 
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set cc = c0 and account for the latent heat by raising the initial 
casting temperature to 

e*=e°c + QL/c0 (4.15) 

at every point xa. This assumption removes the nonlinearity 
from Eq. (4.6) by replacing the latent heat with an equivalent 
amount of sensible heat. The higher initial casting temperature 
(4.15) increases the rate of heat transfer to the die near the 
beginning of the cycle, but this difference should rapidly dis­
appear after the casting cools below its solidus temperature. 
Since the total casting energy has not been altered, the time-
averaged die temperatures should not be affected significantly. 
The accuracy of this assumption will be examined in more 
detail later. 

5 Solution 

The entire solution consists of three parts: determination of 
the contact surface conditions from the transient surface layer 
equations (4.4)-(4.13), the solution of Eq. (4.14) subject to 
these conditions, and the recovery of the surface transients 
based on the interior solution. 

5.1 Contact Surface Conditions. First we derive some 
general results for the time-averaged solution in the transient 
surface layer, which hold regardless of the specific boundary 
conditions on the cavity surface. Let an overbar designate the 
average value of a function over the casting cycle. Then from 
the time integral of Eqs. (4.4) and (4.5), together with the 
periodicity conditions (4.12), we obtain 

N 

qf = q%=(kp/dp) ^ mn 
m + n-1 

50 

( « = 1 , 2 , N). (5.1) 

These are the time-averaged surface layer equations. The unique 
solution of this system is 

ef=(V^)^. (5.2) 

¥m = 0, (m = 2, . . . ,N). (5.3) 

Hence the average temperature distribution in the transient 
surface layer is always linear. From Eqs. (4.9) and (5.3) 

el+ 91. (5.4) «8+E 
m = l 

This expression is valid for any periodic solution. Since the 
casting equation (4.6) and the boundary conditions (4.8) and 
(4.10) cannot be time-averaged in the same way, we must solve 
the full transient system, Eqs. (4.5)-(4.13), to proceed beyond 
this point. 

First, consider the solution on the cavity surface. For con­
venience, we replace the casting temperature by the two aux­
iliary variables 

61 = 6,-61. (5.5) 

Then, from Eqs. (4.5), (4.6), (4.8), and (4.9), the governing 
equations during the residence time 0 < t < tr are 

7=1 V w=l / 
(5.6) 

PpCpdpJ] 
1 

m + n+l 
0%+Vcp/d,,) 2 mn 

m + n-1 

hM-J]6n,)> (5-7) 

and during the open time tr < t < tc they are 
N . N 

Pficpdpj] 
1 

m + n+l 
he + (ke/d0) J] mn 

m + n-l 
= 0. (5.8) 

For simplicity, we have set h0 = 0 on the cavity surface when 
the die is open. Although the new variables in Eq. (5.5) create 
an additional casting equation in Eq. (5.6), they make the 
resulting system homogeneous. The solution must satisfy the 
periodicity conditions (4.12) and the initial conditions (4.13). 
In terms of the new variables (5.5) and the assumption (4.15), 
the initial conditions can be written in the form 

eV(xa,o) = e:-el. (5.9) 

But since the entire system is now linear and homogeneous, 
the solution for 0„ must be linear and homogeneous in the 
initial temperatures 6* - 6%. In particular, the time-averaged 
solution for 0? can be expressed in the form 

= 'YJAl!l(6*-ei), (5.10) 
7 = 1 

where the coefficients A&1 are constants. In this form the result 
is not very useful, because it is expressed in terms of the in­
terface temperatures 6%. But we can use the general result in 
Eq. (5.4) to ejiminate di in favor of the time-averaged surface 
temperature 0?. Combining Eqs. (5.4) and (5.10) we have 

0f = ! > * r ( 0 * - f l 7 ) , (5.11) 
7 = 1 

\y (5.12) 

(5.13) 

where, in standard indicial notation, 

apy= (8 |8x- /W) - 1 / l 
It follows from Eqs. (5.2) and (5.11) that 

2 

ql=(kp/de) 2>07«?* -07 ) . 
7 = 1 

These two linear equations, which relate the time-averaged 
temperature and heat flux on both sides of the casting, are the 
desired contact surface conditions on the cavity surface. By 
rearranging terms, these conditions can be expressed in the 
more revealing form 

•ql=(kx/d,)[(an + au)(e*c-6l)+au(6l-e2
s)}, 

(5.14) 

q-2
s=(k2/d2)[(a22 + a2l)(d:-62

s)+a2l(6
2
s-6l)]. 

Each of the two terms in Eq. (5.14) represents a different 
contribution to the time-averaged heat flux on the cavity sur­
face. The first term represents heat transferred from the casting 
to the die, and the second represents thermal interaction be­
tween die components. The remarkable conditions in Eq. (5.14) 
incorporate the entire effect of the transient temperatures near 
the casting on the time-averaged temperatures throughout the 
die. 

A similar analysis leads to the following conditions on the 
parting surface: 

-ql3s = (k0/dfl)bf>(6l-~e2
s), (5.15) 

where the two constants b\ and b2 are not independent since 
7jl = —q~s- Unlike Eq. (5.14), these conditions have the form 
of a standard contact resistance. The coefficients bg, however, 
include both the physical contact resistance represented by hp, 
and the time-averaged effect of the transient solution in the 
two surface layers adjacent to the parting surface. 

The five independent coefficients in Eqs. (5.13) and (5.15) 
must be computed from explicit solutions of the surface layer 
equations. Since these are linear ordinary differential equations 
with constant coefficients, the solution can be obtained by an 
eigenvalue analysis. The procedure is straightforward but in­
volved, and so we omit the details here. 

5.2 Steady Interior Solution. Although several numerical 
methods may be used to solve the Laplace equation (4.14), the 
boundary element method is a natural choice in this application 
because the surface mesh does not depend on the cooling line 
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locations inside the die. This means that individual cooling 
lines can be changed without affecting the rest of the die model. 

Since the diameter of the cooling lines is usually small com­
pared with other dimensions in the die (Fig. 1), we use a special 
form of the boundary element method developed by Barone 
and Caulk (1985) for geometric regions with slender circular 
holes. In this approach, the solution on the surface of the 
cooling line is assumed to be locally axisymmetric, and cir­
cumferential boundary integration is performed explicitly. 
Cooling lines are represented by one-dimensional line elements, 
with an associated radius at every node. Not only does this 
further simplify the modeling effort, but it reduces the number 
of unknowns, thereby improving the efficiency of the analysis 
when the number of cooling lines is large. 

5.3 Transient Solution in the Surface Layer. The tran­
sient surface layer equations (4.5)-(4.13) depend on the steady 
interior solution through the constant interface temperature 
el (xa) in Eq. (4.9). From Eqs. (5.2) and (5.4), 

ei=el-(df,/k(,)gl, (5.16) 

so that 60 can be calculated directly from the time-averaged 
solution on the contact surface. The transient surface layer 
equations depend parametrically on xa through nonuniform-
ities in 0<j, but they are not spatially coupled. We recover the 
explicit transient solution in the surface layer by using the full 
nonlinear equations (4.5)-(4.13), without invoking the equiv­
alent sensible heat assumption in Eq. (4.15). This assumption 
is still reflected in the transient results, but only through their 
dependence on do in Eq. (4.9). In practice, the magnitude of 
this residual effect turns out to be quite small. 

We seek a steady periodic solution in the transient surface 
layer, consistent with the initial casting temperature (4.13) 
prescribed at the beginning of every cycle. Since the casting 
equation is nonlinear, the solution must be obtained by choos­
ing initial values for the temperature coefficients 6®m based on 
the linear solution and integrating the nonlinear equations (4.5) 
and (4.6) through successive casting cycles until a periodic 
solution is reached. Convergence can only be measured in a 
relative sense, but in most cases Eq. (4.12) was satisfied to 
within 0.1 percent in just a few casting cycles. 

Since the boundary element solution yields a time-averaged 
temperature and heat flux at every boundary node on the cavity 
surface, do can be computed at the same nodes and the as­
sociated transient temperatures calculated from the explicit 
solution of Eqs. (4.5)-(4.13). The transient solution between 
surface nodes can be obtained by interpolation. 

The nonlinear system of ordinary differential equations (4.5)-
(4.13) can be solved by a variety of numerical schemes. We 
used the routines developed by Shampine and Gordon (1975), 
which are based on the Adams methods. 

6 A Special Case 
In this section we discuss simplifications that occur in the 

surface layer equations when the die materials and the heat 
transfer coefficients are the same on both sides of the casting. 
These conditions are frequently encountered in actual die cast­
ing practice and the reduced equations yield important physical 
insight. In this case, the only source of asymmetry in the surface 
layer equations would be an imbalance in the steady interior 
solutions, reflected in unequal values for do and d\. 

For convenience, we combine the temperature coefficients 
0„ to form the symmetric and antisymmetric parts 

ei=\{el
m+e2

m), ei=^(.d[
m-ei). (6.i) 

With the help of Eqs. (4.5)-(4.11), the governing equations in 
the casting and the surface layers can be expressed in terms of 

the new variables (6.1). During the residence time 0 < t < tr 

they are 

1 N 

--fiCcec+hJ]es
m = h(dc-d

so), (6.2) 
m= 1 

, VI 1 it * v i m n
 nS 

"H m + n+1 rf , m + n—1 
N 

+h Y_] es
m=h(ec-el), (6.3) 

m = l 

'"* S -T^TT 'e»> + 7, t ~ F T
 d'» Z-J. m + n + 1 a •L-t. m + n—\ 

N 

+ * 2 « i l = - < (6-4) 

During the open time tr < / < tc, the corresponding equations 
are 

pcd S T T T b-+7, S - F T =̂°> <6'5> 

ecd S - T T T h» + 7, S " F T *» = °- ^ *—'m + n+1 d ^—i. m + n—1 

Since it is no longer necessary to distinguish between properties 
on different sides of the casting, we have dropped the subscripts 
from the material coefficients. 

Two important observations can be made from the structure 
of Eqs. (6.2)-(6.6). First, the symmetric and antisymmetric 
temperature coefficients appear in separate equations. This 
means that for a given pair of interface temperatures 8%, each 
part of the solution can be determined independently. Second, 
the casting temperature 8C appears only in the symmetric equa­
tions (6.2) and (6.3). Therefore, only the symmetric solution 
is nonlinear. 

The symmetric and antisymmetric solutions represent com­
plementary modes of heat transfer. The symmetric solution 
represents a net flux away from the casting with no net flux 
between the die components. On the other hand, the antisym­
metric solution represents a net flux between the die compo­
nents with no net flux from the casting. Hence, the symmetric 
mode controls the solidification of the casting, while the an­
tisymmetric mode controls thermal interaction between die 
components. 

7 A One-Dimensional Example 
In this section, we consider a simple example that illustrates 

how the surface layer model predicts specific features in the 
temperature response of the casting and die. So that physical 
effects are not obscured by geometric details, we first consider 
a one-dimensional problem in which the die temperatures are 
assumed to be independent of xx and x2. For simplicity, we 
also assume that hD = 0 in Eq. (4.11). The only source of 
asymmetry between the two die halves is an imbalance in cool­
ing, represented by placing water at two different depths 
(Di = 12 cm and D2 = 36 cm) below the cavity surface. The 
die materials, heat transfer coefficients, and water tempera­
tures are the same on both sides of the casting. The specific 
values for these and other parameters (given in Table 1) reflect 
a typical die casting process for an aluminum transmission 
case. 

In this example, the time-averaged die temperatures are lin­
ear in z, and so 

_ ? = r h»kfD"]ce"s-ew), os=i,2). (7.i) 

These equations, combined with the two contact surface con-
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Table 1 

Cast ing Propert ies 

Heat capacity, cc 

Density, pc 

Conductivity, kc 

Latent heat, Qi 
Liquidus, 8\{q 

Solidus, 8aoi 

1000 J/kg K 
2570 kg/m3 

108 W/m K 
390000 J/kg 

593 °C 
538 °C 

Die Propert ies 

Heat capacity, c 
Density, p 
Conductivity, k 
Coating conductance, h 

584 J/kg K 
7760 kg/m3 

29 W/m K 
10000 W/m 2 K 

Process Parameters 

\ ^- Casting 

A 

•' \ V 

Die 
Opens 

Die 2 

Die 1 

Time (s) 

Fig. 2 Comparison of transient surface layer solution (solid lines) with 
the finite difference results (dashed lines) for a 6-mm-thick casting 

Injection temperature, 
Cycle time, tc 

Residence time, tT 
Water temperature, Bw 

Water heat transfer 
coefficient, hw 

6? 620 °C 
80 s 
30 s 
25 °C 

10000 W/m K 

ditions in Eq. (5.13), yield coupled solutions for gf and 0?. 
From these, the transient temperatures in the casting and the 
die can be recovered by the procedure in Section 5.3. Specific 
results for this example are shown as solid lines in Fig. 2. The 
casting temperature is shown only for the residence time, and 
the two cavity surface temperatures are displayed for the whole 
cycle. 

Early in the cycle, the casting temperature drops abruptly 
as it loses sensible heat to the die. This is accompanied by a 
corresponding rise in the cavity surface temperatures. When 
the casting reaches liquidus temperature, it begins to cool more 
slowly since the die must now absorb the latent heat of solid­
ification. After reaching solidus, the casting temperature drops 
rapidly again as it approaches equilibrium with the cavity sur­
face. 

The large difference between the water depths in the two 
dies produces a finite antisymmetric solution, which is reflected 
in the unequal die temperatures throughout the cycle. But 
before the casting reaches its solidus temperature, the differ­
ence between the two die temperatures is much smaller than 
the temperature difference between either die and the casting. 
This means that during solidification, the symmetric mode 
dominates the solution and both dies absorb roughly the same 
amount of energy. 

After the casting solidifies, it cools very quickly until it falls 
below the temperature of the hotter die surface. Once this 
occurs, it cools at the same rate as both die surfaces, following 
a temperature curve about midway between the two. During 
this part of the residence time, the antisymmetric mode begins 
to dominate the solution. Heat transfer between the casting 
and the die becomes small compared to that between the two 
die surfaces. 

During the latter part of the residence time, the transient 
surface layers are emptied of the energy they accumulated 
during solidification. On the cooler side, all of this accumulated 
heat is conducted back into the die, but on the hotter side, 
some of it also escapes across the casting into the other die. 

Dramatic evidence of heat conduction from one die surface to 
the other can be seen in the sharp upward rebound in the 
surface temperature on the hotter die immediately after the 
die opens. 

Before going on, we want to use the results of this example 
to clarify a misunderstanding in the die casting literature. First, 
we define the relative cooling load between opposite die sur­
faces by the ratio 

- W ^1'2>. (7.2) 

where Cx = C2 = 0.5 corresponds to perfectly balanced cool­
ing. This quantity measures the relative participation of the 
two die surfaces in removing heat from the casting. Herman 
(1968) suggested that Eq. (7.2) be used to locate what he called 
the neutral thermal axis, or the line of porosity inside the 
casting marking the place where the metal solidifies last. Al­
though Cp does measure the relative heat transfer to both die 
surfaces over the entire residence time, is is clear from the 
earlier discussion that it may not give an accurate accounting 
of the relative heat transfer up to the point of solidification. 
In the present example, the hotter die surface absorbs about 
45 percent of the heat before the casting solidifies. But since 
much of this heat is lost to the other die surface later in the 
residence time, only 27 percent of the total is left by the time 
the casting is ejected. In this case, the relative cooling load 
(C2 = 0.27) exaggerates what is actually a rather mild offset 
in the neutral thermal axis. A ratio like Eq. (7.2) would be 
useful for locating the neutral thermal axis, but only if the 
accumulated heat flux is calculated at the moment of solidi­
fication. 

8 Comparison With Finite Difference Results 

In this section, we evaluate the accuracy of our assumptions 
by comparing the results of the previous section with the long­
time limit of a straightforward finite difference solution. The 
finite difference analysis was started with an initially uniform 
die temperature and continued until the die temperatures be­
came periodic. To avoid a relative measure of periodicity, we 
took advantage of the fact that in one dimension the time-
averaged die temperatures approach a linear distribution as 
the process reaches steady state. Depending on the water depth, 
from 50 to 300 cycles were necessary before the time-averaged 
die temperatures became linear in both sides of the die. 
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Table 2 

Surface Layer 

Casting 
Thickness 6 
(mm) 

Depth 
Rat io 

1 

3 

5 

1 

3 

5 

1 

3 

5 

310.9 
310.9 

386.2 
421.8 

409.3 
455.9 

310.8 

404.6 

433.7 

2.74 

5.02 

6.53 

12 

Average 

312.4 
312.4 

377.1 
441.1 

398.5 
483.8 

Model 

18 

Cavity 

311.4 
311.4 

367.1 
453.6, 

386.8 
503.8 

Fini te 

6 

Difference 

12 

Surface Tempera tures 

Casting Ejection 

325.7 

424.0 

457.9 

6.22 

11.46 

15.18 

347.4 

449.2 

489.7 

Soli dine 

9.67 

17.35 

22.77 

310.6 
310.6 

384.3 
423.1 

406.3 
456.9 

310.6 
310.6 

369.6 
443.9 

387.8 
486.0 

Tempera tures 

310.6 

404.6 

433.0 

stion Times 

2.83 

5.19 

6.72 

326.8 

425.5 

458.4 

6.74 

12.34 

16.07 

Method 

18 

Die 
Surface 

306.4 
306.4 

350.1 
453.9 

362.8 
503.6 

352.1 

454.9 

496.8 

10.84 

19.06 

24.61 

1 
2 

1 
2 

1 
2 

A direct comparison between the two solutions is possible 
everywhere except in the casting, where the finite difference 
results yield a distributed rather than a lumped solution. To 
compare the two solutions there, we reduced the finite differ­
ence results to a uniform temperature based on an equivalent 
casting energy. Finite difference results are shown as dashed 
lines in Fig. 2. 

The first thing we observe is that the surface layer model 
predicts slightly lower casting temperatures and shorter solid­
ification times than the finite difference results. This happens 
because the conductive resistance of the casting is not present 
in the surface layer model, and so the casting energy is able 
to reach the die more easily. 

The second thing that is apparent in these results is that the 
error in die temperature is much greater on the cooler side 
than on the warmer side, especially during the early part of 
the cycle. Again, this can be explained by the fact that the 
transverse temperature gradient was neglected in the casting. 
The actual temperature distribution is nonuniform and can be 
expressed as the sum of symmetric and antisymmetric parts in 
the same way as in Section 6. Neglecting the symmetric part 
increases the flow of energy from the casting, and so it increases 
the temperature of both die surfaces equally. On the other 
hand, by neglecting the antisymmetric distribution, we increase 
the flow of energy between the dies, which increases the tem­
perature of the cooler die and decreases the temperature of 
the warmer die. The two sources of error are summed on the 
cooler surface and subtracted on the warmer surface, pro­
ducing the difference seen in Fig. 2. 

The equivalent sensible heat approximation (4.15) also con­
tributes to some of the error in Fig. 2. To isolate this as­
sumption, we redid the finite difference analysis with no 
conductive resistance in the casting. This reduced the difference 
between the finite difference and layer results by about two 
thirds. Hence, the lumped representation for the casting is the 
major source of error in the surface layer model. 

In spite of the noted discrepancies, it turns out that the 
surface layer model does predict very accurate results when 
the casting is thin. Table 2 shows the comparison between 
selected results for casting thicknesses of 6, 12, and 18 mm, 
and water depth ratios varying from 1 to 5. Corresponding to 
the three different casting thicknesses, the shorter water depth 
was chosen at 12, 6, and 4 cm to keep the temperatures within 
normal operating ranges for aluminum die casting. Consistent 

Cooling Line 

• - / - — • 
i ° ° i 
i i Casting 

Cavity Surface 

(b) 

Fig. 3 Boundary element model for the symmetric two-dimensional 
example die. All the cooling lines in the examples that follow are con­
tained in the region enclosed by the dashed line. 

with the results in Fig. 2, the average cavity surface temperature 
shows a larger error on the cooler die surface. This error 
increases as the cooling gets more asymmetric. Nevertheless, 
the worst errors for the 6-mm casting are less than 3°C, and 
for the 18-mm casting, they are no greater than 20°C. 

The error in solidification time varies from 3 percent for a 
6-mm casting to about 9 percent for an 18-mm casting, with 
almost no effect of cooling asymmetry. Since the ejection tem­
peratures reflect the accuracy of the symmetric mode alone, 
they turn out to be much better than the die surface results. 
Even for the 18-mm casting with the greatest amount of cooling 
asymmetry, the error in ejection temperature is less than 7°C. 

At worst, the relative cooling load is accurate to within 1 
percent. This good accuracy can be explained if we decompose 
the average heat flux into its symmetric and antisymmetric 
parts and express the relative cooling loads (7.2) in the alter­
native form 

C, -i\ + qi/qs,)\ Q=l(l- -qf/Qs). (8.1) 

Both q~s and q^ will err on the large side because the conductive 
resistance of the casting has been neglected. Since the relative 
cooling load depends on the ratio of these quantities, its error 
is reduced accordingly. 

9 Two-Dimensional Examples 
Although the one-dimensional examples of the last section 

were useful for gaging the accuracy of the assumptions in the 
surface layer model, they are not general enough to illustrate 
the spatial coupling that can occur within a die component 
because of nonuniform interior temperatures. These nonuni-
formities stem from three basic sources: die geometry, cooling 
line positions, and casting thickness. In this section we examine 
several two-dimensional examples that illustrate the effect of 
each of these variables. 
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Fig. 7 Two-dimensional solution for symmetric cooling and a stepped 
casting 

Consider the two-dimensional die geometry illustrated in 
Fig. 3(a). The 0.5-m long die cavity is centered between iden­
tical die components 1-m long by 0.5-m deep. For simplicity, 
we assume a zero heat flux on the parting and outer surfaces 
of the die, as well as on the cavity surface during the open 
time. Although the cooling lines take different positions in the 
various examples, they are always 15 mm in diameter and 
located inside the dashed line in Fig. 3(a) . We consider castings 
with uniform and nonuniform thickness, but the total casting 
volume is held constant for consistent comparison. Since each 
example has complete symmetry about the center of the die, 
the results of the analysis are reported only from the center 
to the edge of the die cavity. In every case, the process variables 
and material properties are the same as in the last section 
(Table 1). The time-averaged die temperatures are computed 
on the basis of the boundary element model in Fig. 3(b), 
assuming a uniform distribution of temperature and heat flux 
on each element. 

First, we consider a uniform casting thickness and a sym­
metric arrangement for the cooling lines (Fig. 4). Two cooling 
lines are spaced 25 cm apart and 10 cm away from the cavity 
surface in each die half. The average die temperatures decrease 
about 50°C from the center to the edge of the die cavity, with 
a slight local depression near the cooling lines. The decrease 
in surface temperature near the edge of the cavity is caused 
by the cooling influence of the mass of die steel under the 
insulated parting surface. Corresponding to the die tempera­
ture, the solidification time and ejection temperature also de­

crease from the center to the edge of the cavity. (In this case, 
the ejection temperature happens to be so close to the average 
die temperature, that the two curves are almost indistinguish­
able.) Because of the symmetry between the two die halves, 
the cooling load is perfectly balanced. 

To see how an asymmetric cooling design affects these re­
sults, we put two cooling lines in the upper die half and only 
one in the lower (Fig. 5). The cooling line in the lower die half 
is located at the center of the casting, and the cooling lines in 
the upper die half are placed 16.7 cm on either side of the 
center. Each cooling line is still 10 cm from the cavity surface. 
This cooling design produces a strong variation in relative 
cooling load, especially near the edges of the cavity. But even 
where 80 percent of the casting energy goes into the upper die, 
the two surface temperatures differ by only 50°C. Evidently, 
a moderate imbalance in cavity surface temperature is suffi­
cient to support a rather large difference in relative cooling 
load. 

Variations in die geometry can also produce an asymmetric 
cooling load between die components. Consider the curved 
geometry in Fig. 6. Here the cavity forms a circular arc, which 
begins and ends at the same points as in the previous two 
examples, but projects 125 mm into the upper die component. 
The casting thickness is still uniform, but it is reduced from 
6 to 5.17 mm to maintain the same overall casting mass .Again, 
the relative cooling load varies significantly from the center to 
the edge of the die cavity, but this time it occurs because of 
the curvature in the cavity surface. 

In the next example (Fig. 7), we return to the original die 

292/Vol . 115, MAY 1993 Transactions of the ASME 

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Casting Ejection 
Temperature 

Solidification 
Time 

L 

I 

0 6 10 16 20 26 

Distance from Center of Die (cm) 

Fig. 8 Modified cooling design for the stepped casting 

geometry and cooling line positions of Fig. 4, but introduce a 
sudden change in casting thickness from 4 to 16 mm about 
40 mm from the center of the casting. The center of the die 
is now so hot that the casting is unable to solidify in the 
prescribed residence time. One way to correct this problem is 
to concentrate the cooling near the center of the die. It turns 
out that the relatively simple two-line arrangement in Fig. 8 
is sufficient to both solidify the casting and smooth out the 
ejection temperatures. The closer cooling line acts as a strongly 
focused heat sink and the line above it helps to smooth the 
transition between the sharply different cooling requirements 
in the two areas of the casting. 
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A Perturbation Analysis of 
Transient Freezing of a Laminar 
Liquid Flow in a Cooled Two-
Dimensional Channel 
The paper shows the applicability of a regular perturbation method for predicting 
the transient development of the ice layer thickness inside a cooled planar channel 
subjected to laminar flow. Applying the perturbation expansion to the conservation 
equations, closed-form solutions for the velocity and temperature distributions in 
the fluid for an arbitrarily shaped channel could be derived under the assumption 
that the axial variation in solid layer thickness is small. The distributions obtained 
for the steady-state ice layer thickness and the velocity were checked by numerical 
calculations and compared with the measurements of Kikuchi et al. (1986) and a 
generally good agreement was found. 

Introduction 
Problems of solidification or freezing of liquids inside cold 

channels have been encountered in numerous engineering ap­
plications. Because the freezing shut of systems may lead to a 
destruction of the equipment (for example, freezing shut of a 
water pipe in winter or freezing of molten sodium in a nuclear 
reactor), it is advisable to prevent blockage. If solidification 
on the cooled walls cannot be suppressed, steady-state con­
ditions must be sought. 

Many theoretical and experimental studies have been per­
formed for fluid flow with solidification in circular tubes. An 
early investigation was reported by Zerkle and Sunderland 
(1968) for the steady-state freezing of laminar flow inside a 
horizontal tube. Under the assumption of a parabolic axial 
velocity distribution throughout the full axial length of the 
tube and with an appropriate coordinate transform, they were 
able to reduce the problem to the classical Graetz problem 
without solidification. Ozisik and Mulligan (1969) used a slug 
flow approximation for the liquid core to analyze transient 
freezing in an isothermal circular tube. They applied integral 
transforms to obtain the transient development of the ice layer 
inside the tube. Bilenas and Jiji (1970) solved the boundary 
layer equations applying a finite-difference scheme, but they 
used a wide-meshed grid for their calculations. Chida (1983) 
calculated numerically the steady-state ice layer thickness, un­
der consideration of axial conduction. Bilenas and Jiji (1970) 
and Chida (1983) assumed a fully developed parabolic axial 
velocity distribution at the entrance of the cooled section. 

Despite its relevance to any important technological and 
physical problems, the freezing of liquid flows through a cooled 
two-dimensional channel has not been studied as intensively 
as the freezing in a cooled circular pipe. An early investigation 
of this problem was reported by Lee and Zerkle (1969). They 
assumed the axial velocity to be parabolic throughout the whole 
chill region, which was in analogy to Zerkle and Sunderland 
(1968). With the approximated velocity profile and with an 
appropriate coordinate transform, the energy equation could 
be reduced to a Graetz problem, and the steady-state ice layer 
was calculated. An experimental investigation of the effect of 
freezing a liquid in case of laminar flow between two cooled 
plates has been performed only by Kikuchi et al. (1986). They 
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used water as the working fluid. Both plates were maintained 
at the same temperature, which was below the freezing tem­
perature of the water and varied from -2°C to -7°C. A 
numerical calculation of the steady-state ice layers for an ar­
bitrary velocity profile at the entrance of the chill region was 
given by Weigand and Beer (1991), who solved the boundary 
layer equations with the help of a finite-difference method. 
For the case of a fully developed parabolic velocity distribution 
at the entrance of the cooled channel, the results of Weigand 
and Beer (1991) were compared with the experimental findings 
of Kikuchi et al. (1986) and a generally good agreement was 
found. Bennon and Incropera (1988) studied numerically the 
influence of free convection effects on the axial distribution 
of the steady-state solid-liquid interface by solving the con­
servation equations for laminar flow without simplified as­
sumptions. The transient development of the solidified crust 
in a planar channel has been studied only by Weigand and 
Beer (1992). They obtained an approximate analytical solution 
for the distribution of the ice layer thickness under the as­
sumption that the axial variation in solid layer thickness could 
be neglected. Their analysis is based on the boundary layer 
equations. 

The subject of this paper is the presentation of an approx­
imate solution of the boundary layer equations with the help 
of a regular perturbation method. Under the assumption that 
the axial variation in solid layer thickness is small, closed-form 
solutions for the velocity and temperature distributions in the 
fluid for an arbitrarily shaped channel could be developed. 
The given method is quite flexible and can be used to calculate 
the velocity and temperature distributions in a channel with 
an arbitrary cross section, if the axial variation in the free 
channel height is comparatively small. Finally, it can be shown 
that the solutions of Zerkle and Sunderland (1969) and Wei­
gand and Beer (1992) can be obtained as the zero-order solution 
of the regular perturbation expansion, presented here. 

Moreover, it should be pointed out that the present paper 
deals solely with smooth ice layers in laminar liquid flow. This 
means that the ice layers are assumed to increase monotonously 
in thickness with increasing values of the axial coordinate. 

Analysis 

Basic Equations and Assumptions. Figure 1 shows the geo­
metric configuration and the coordinate system for a planar 
symmetric channel. The fluid enters the chilled region at x=0 
with a fully developed laminar velocity profile and with a 
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Fig. 1 Physical model and coordinate system 

constant temperature T0. In the cooled section, the wall tem­
perature is maintained at a constant value Tw, which is lower 
than the freezing temperature TF of the fluid. The frozen layers 
are generated on both walls as the fluid proceeds along the 
channel. Assuming an incompressible, Newtonian fluid with 
constant fluid properties, the quasi-steady conservation equa­
tions for the fluid may be written in the following form: 

du dv „ 
— + — = 0 
ax ay 

du du 
U— + V-—--

dx ay 
dp 

dx 

1 d2u 

Kzhdf 

dy 

. 3 0 -dd 
u —+v— = 

dx dy 

1 d26 

Re;, Pr df 

with the dimensionless quantities 

y 

(1) 

(2) 

(3) 

(4) 

x 

h 
y= ti 

u _ v . p •* b 
—, v = —, p = -=2,8 = -
u0 u0 pu0 h 

T-TF 
Re* = 

u0h 
Pr = (5) 

7Q — Tp v u 

where u0 denotes the axial mean velocity for x = 0. The bound 
ary conditions belonging to Eqs. (l)-(4) are 

3 
x=0: H = - ( 1 -

2 - A P=PO, 0=1 

n du n „ d6 n J = 0 : — = 0, v = 0, — = 0 
dy dy 

(6) y = 8: u = 0, v = 0, 0 = 0 

By deriving Eqs. (l)-(4), the usual boundary-layer assumptions 
were made, which are a common treatment of the conservation 
equations for channel flows (Cebeci and Chang, 1978). The 
assumption of quasi-steady conditions, which was incorpo­
rated into Eqs. (l)-(5), is justified for water flow because of 

the small value of the Stefan number, which is about Ste « 0.1 
(Cervantes et al., 1990). The conservation of mass in integral 
form is given by 

1 = [ My (7) i = \ udy 
Jo 

where the mass that gets lost by freezing at the channel walls 
was neglected as the change in the density between fluid and 
solid is very small for water and quasi-steady conditions are 
assumed. As a consequence of these assumptions, the resulting 
velocity at the freezing front in Eq. (6) is taken to be zero. 

In addition to Eqs. (l)-(7), the energy equation for the solid 
region is required. Assuming constant properties in the solid 
region and negligible axial conduction, the heat conduction 
equation for the solid phase reduces for quasi-steady conditions 
to 

d% 
df 

with the boundary conditions 

y = 8: 

= 0 (8) 

1 

y=l: ds = 0 (9) 

The dimensionless temperature ds is defined as 6S = (T- Tw)/ 
{TF- Tw). Equations (l)-(6) and Eqs. (8)-(9) are coupled by 
the interface energy equation 

dds 1 dd dd - I y = b 
dy B dy dr 

with the following dimensionless quantities: 

ks TF- Tw _ ^ 0 i tas 
h2' 

cs(TF 

(10) 

B 
k Tn-Tp 

r = FoSte, 

Ste = -
Tw) 

rs 

(H) 

where B denotes a dimensionless freezing parameter. 

Velocity and Temperature Distribution in the Liquid 
Phase. The velocity and the temperature distribution in the 
liquid can be calculated from Eqs. (l)-(7). Introducing a 
streamfunction, defined by 

d\P 
w = —;, 

dy v = ~ dx 
(12) 

into Eqs. (l)-(7) and applying the coordinate transformation 

y > ' ^ d3) 
5' Re„ Jn 5 

L f 

N o m e n c l a t u r e 

a = thermal diffusivity 
B = dimensionless freezing pa­

rameter, Eq. (11) 
Bm (?) = functions, Eq. (43) 

Fo = Fourier number 
F„ = eigenfunctions 
h = distance from centerline to 

wall 
k = thermal conductivity 
L = channel length 
p = pressure 

Pr = Prandtl number 
rs = heat of fusion 

Re/, = Reynolds number = uQh/u 

Re4/, = Reynolds number =u0Ah/v 
Ste = Stefan number, Eq. (11) 

T = temperature 
TF = freezing temperature of the 

liquid 
T0 = fluid temperature at the en­

trance 
Tw = wall temperature 

t = time 
u, v = fluid velocity components 

u0 = mean velocity at the en­
trance 

x, y =. coordinates 
5 = distance from centerline to 

the solid-liquid interface 

K = 
v = 
i = 

p = 
T = 

modified vertical coordi­
nate, Eq. (13) 
dimensionless temperature 
of the fluid = ( T - r F ) / 
(T0-TF) 
dimensionless temperature 
of the solid = {T-TW)/ 
(Tp- Tw) 
eigenvalues 
kinematic viscosity 
integral coordinate, Eq. 
(13) 
density 
dimensionless time 
streamfunction 
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to the resulting equations, the following set of partial differ­
ential equations can be derived: 

di aV d\i> aV 135 (fy 
3ij 3£3?? 3? 3ij2 6 3? \ 3ij / 3£ 3r/3 

; 3p . 3V 

0 = 
dp 

dr, 
(15) 

(16) 
3^30 a^30__J_cP0 
dr, 3? ~ 3? 3ij ~ Pr 3r;2 

The boundary conditions, according to Eq . (6), are given by 

S = 0: * = | U - | i J 3 

= 0: 
3V 
3JJ 

= 0, * = - l , 

• 1 , p=j50> 0 = 1 

30 

3r/ 
- = 0 

dr, 
0, ^ = 0, 0 = 0 (17) 

Without loss of generality, the streamfunction was assumed 
to be zero for r, = 1. The evaluation of the conservation of 
mass in integral form leads to ^ = - 1 for ij = 0. In Eq . (17) 
the inlet boundary condition for u was replaced by a condition 
for the stream function at £ = 0. 

The coordinate t ransform, according to Eq . (13), is very 
useful in order to solve the conservation equations, because 
the duct with variable distance between the wall and the cen-
terline is transformed into a duct with constant height. 

Equat ion (15) states that the pressure is not a function of 
the coordinate r,. Therefore, one obtains the following partial 
differential equation for \j/ by differentiating Eq. (14) with 
respect to r, 

d$ 3V 3iHV 3V 2 35 d\P dV 
TZlT^i US) dr, dtdy1 dt, <V dr," ' 5 3£ dr, dr,2 

The last_term on the right-hand side of Eq . (18) is of the order 
(1/5) (35/3£). This term represents the effect of acceleration 
due to the converging ice layers. For moderate values of the 
cooling parameter B this term is relatively small. Therefore, 
this quantity will be treated as a per turbat ion parameter . Let 
us assume an expansion for the streamfunction ^ and also for 
the temperature distribution 0 of the form 

2 - a2S , . 1 35 , 1 35 

5 3£ 
V-2 + 

1 dz5 , 

> = 0tt + -: 
1 36 1 35 

- i + | = 

5 3£ 
(19) 

(20) 
5 3£ \S 3£y 

whereby the perturbat ion quantity is a function of £ for a fixed 
value of t ime. Inserting the expansions, according to Eqs. (19) 
and (20), into the conservation Eqs . (16), (18) and into the 
boundary conditions (17), results in the following set of partial 
differential equations: 

Zero-Order Equations ( ~ 1 ) . 
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First-Order Equations (~( l /S)(dS/3£)) ." 
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with the homogeneous boundary conditions 
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= 0, 01 = O (26) 

It should be noted that only the zero-order and first-order 
problem are given here. This is done in view of the fact that 
only these two problems will be solved subsequently. The ex­
trapolation to higher-order problems is straightforward, be­
cause the perturbat ion equations can be solved in succession. 

The zero-order equat ion, Eq . (21), for the streamfunction, 
with the boundary conditions given by Eq. (23), can easily be 
solved. The resulting expression for i/>0 is 

^0 = ; 
1 

v V - l (27) 

V)-

2 \ ' 3 

Equat ion (27) states the fact that the axial velocity profile is 
parabolic through the whole chill region. After inserting the 
expression for the streamfunction \po into the energy Eq. (22), 
the following Graetz problem will be obtained: 

30o 1 320o „ m 

3£ Pr 3r) 

Equat ion (28) can be solved easily by applying the method of 
separation of variables to 00 in the form 

e0 = F(r,)H(H) (29) 

The temperature distribution 0O» which satisfies Eq. (28) and 
the given boundary conditions according to Eq. (23), is found 
to be 

! « • 

do=^]A„Fn(ri)expl -
3 Pr 

(30) 

The eigenvalues \ ? and the constants A„ are given for example 
by Shah and London (1978). It is interesting to note that the 
zero-order solution for the velocity and temperature distri­
butions in the fluid represents those given by Lee and Zerkle 
(1969) for steady-state condit ions. Hence, it can be concluded 
that Lee and Zerkle (1969) ignored in their analysis the effect 
of acceleration due to converging ice layers on the velocity and 
temperature distributions in the fluid and calculated the ther­
mal development of a hydrodynamically fully developed flow 
in the transformed (£, r,) plane. 

Inserting the expression for the streamfunction \p0, Eq . (27), 
into Eq . (24), results in the following linear partial differential 
equation for \j/\\ 

In- 2,iVL^3ii_3V> 
2U " ) 3 ^ 2 + J 3 ? " 3 ^ 4 " 

9TJ (1- r j 2 ) (31) 

with the boundary conditions given by Eq. (26). Equat ion (31) 
can be solved with the aid of the Laplace transform 

Jo 
£M(f . i?)} = W £ , i 7 ) e x p ( - ^ ) ^ \ M s , r,) (32) 
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with respect to the axial coordinate £. This results in an or 
dinary differential equation for the transformed function \p\ 

x 0 ~ v) V-TT + 3^ i = -7-4-+- in -17) (33) 

with the transformed boundary conditions 

, = 0 : ^ = 0, ^ = 0 

i / = l : * i = 0, 

d-o2 ' 

c # i _ 

dr\ 0 (34) 

Equation (33) can be solved by assuming a series solution for 
$1 of the form 

^ i X - i ^ - ' + S'W (35) 

Inserting the above given power series for ^ into the differ­
ential Eq. (33) and into the boundary conditions (34), it can 
easily be shown that the coefficients a2v for the even-powered 
terms are identically zero. Therefore, the first sum appearing 
in Eq. (35) represents the complete solution for \p{: 

l̂ i = 2 a2"-i')2 (36) 

It is obvious that Eq. (36) automatically satisfies thejxmndary 
conditions on \pi for r; = 0. Using expression (36) for I/'I in Eqs. 
(33) and (34) results in a system of infinite coupled linear 
algebraic equations for the unknown a2p~i. 

The power series solutions for 1̂1 converges very rapidly with 
an increasing number of terms for arbitrary values of s. There­
fore, only a five-term expansion was used to approximate the 
distribution of i/'i. Aftercalculating the coefficients a\, ..., a9, 
a rational function for I/-, of s and TJ is obtained. Using partial 
fraction expansions, \j/\ can be written as 

7 A(ri) B{r,)s+C{r,) 1 
s+b (s + a) +o) s 

(37) 

with the following abbreviations 

1 

149 

1 

foW> 

AM- 5215 

( - 840?;9 + 3312)?7 - 7056?/5 + 7536r;3 - 2952ij) 

(1575ij9 + 1302i)7 - 8379r)5 + 6552ij3 - 1050ij) 

= ^ ( - 9 ^ 6 3 ^ - 3 

A(n)-

99)? + 45r/) 

J+ia-bf 

C(V)=~ •Mv)-Mv) 
o>2 + a2 

(38) 

and the constants 

0 = 5.04390800, 6=11.80480144, co = 22.57064595 (39) 

The inverse Laplace transformation \j/u according to Eq. 
(37), can be obtained directly from existing tables of transforms 
(see, e.g., Andrews and Shivamoggi, 1988). This results in 

fttt, ij) = ̂ ( i j )exp(-6f) + exp(-af) 

B(v) cos(co£) — sin(o£) 
CO 

+ ^ ^ s i n ( c o | ) 
CO 

+fi(v) (40) 

The functions/o(r;),/[(7?), and f2(ri) satisfy independently the 
boundary conditions for ij = 0 and r/ = 1, according to Eq. (26). 

§ = 004 
§ = 0.024 
5 = 0.012 
§ = 0.004 
§ = 0.001 

Fig. 2 Perturbation velocity u, as a function of i) for various values of 
the axial coordinate £ 

The function/2 (77), which appears as the last term on the right-
hand side of Eq. (40), represents the solution of Eq. (31) for 
large values of £. Further, it is interesting to note that the 
monotonously decreasing part of the solution v4(ij)exp (-&£) 
tends more rapidly to zero for increasing values of £ than the 
second term on the right-hand side Eq. (40), which contains 
oscillating terms in £. In order to check the accuracy of the 
given solution for \pu the linear partial differential Eq. (31), 
with the boundary conditions (26), was solved numerically with 
a finite-difference method. The applied implicit finite-differ­
ence scheme was the Keller-box method (Cebeci and Bradshaw, 
1984). This method has several very desirable features that 
make it appropriate for the solution of parabolic partial dif­
ferential equations. One of them is that it allows nonuniform 
£ and r\ spacings by second-order accuracy. Because the box 
scheme is a common method for solving parabolic differential 
equations, only a brief outline is provided here. First of all, 
the parabolic differential equation of order n is reduced to a 
system of n first-order equations. These equations were ap­
proximated by difference equations, using central differences 
at each nodal point. The ensuing algebraic equations, which 
show a block tridiagonal structure, can be solved easily. 

The numerical calculations concerning Eq. (31) were per­
formed with the help of a uniform grid in the £ and rj directions. 
Numerical runs showed that approximately 50 points in the r\ 
direction and approximately 400 points in the axial direction 
(0 <£<1.6) guaranteed sufficient accuracy. 

Figure 2 shows the perturbation velocity #1 = 9i/'1/d>) cal­
culated from Eq. (40), compared with the numerical solution 
of Eq. (31). It can be seen that the simple five-term expansion, 
according to Eq. (40), approximates the numerical solution 
quite well. Only for greater values of the axial coordinate, the 
deviation from the numerical calculation is more pronounced. 
However, for £ — 00, the perturbation velocity ult calculated 
from Eq. (40), and the numerically calculated distributions are 
identical. 

Inserting the expressions for the streamfunctions fa and ^i , 
given by Eqs. (27) and (40), respectively, into the energy Eq. 
(25) for the quantity d\, the following partial differential equa­
tion for 61 can be obtained by using Eq. (30) for da: 

3 , , 30, 1 d20, 3 ^ f J n , , ( / 2 f 2 

+^E^^<'>°*(-i£*i (41) 

The boundary conditions belonging to Eq. (41) are 

Journal of Heat Transfer MAY 1993, Vol. 115/297 

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



£ = 0: 0! = O 

017 

ri=l: 8i = 0 (42) 

By ignoring all terms on the right-hand side of Eq. (41) it can 
be seen that the resulting homogeneous equation reduces to 
Eq. (28). Therefore, the solution of Eq. (41) can be assumed 
in the form (see, e.g., Myers, 1987) 

Ol=Y,BM)FmW (43) 

Equation (43) satisfies identically the boundary conditions on 
d\ for i} = 0 and t) = 1 because of the used eigenfunctions Fm (-q) 
according to Eq. (30). Inserting the expression for dx, given 
by Eq. (43), into Eq. (41) and using the orthogonality relation 
for the eigenfunctions Fm(r\), results in a linear differential 
equation for the functions B,„(^) 

dB,„(%) 2 X,„ 2 1 f 
— - T 5 ^ = - T — 5 „ , ( ? ) + - — Fm(ij)Q(£, 17)̂ 17 (44) 

«? 3 Fr 5 K,„ J0 

with the abbreviations 

^ [ ( I - I M O J ) * ? 

3 Pr 

+^Si!;tf^<'>«p(-?;M dy; 3Pr 3 Pr 
(45) 

The resulting boundary condition for Bm{£) was obtained 
from Eq. (42) 

Z = 0:Bm = 0 (46) 

Equation (44) can be solved analytically. After some routine 
but rather longish algebra the following expression for Bm (£) 
was obtained: 

2 1 
Bm(i)=^Y S ] A"FnMFm(v) (exp 

n = l "'O 

2 f . 2 

3 P 7 X ' 

x A ( f , i j ) - e x p ( - ~ X j , j A ( 0 , i/))rfi? 

9Jf, ~p7 2 j X«y4«F«('/)F'n(17) (exP 

4 1 

n = l J 0 

x£>2(£, »))-exp 

K2 

2 f , 2 

'3P7X ' 

" 3 P r X " 
A(0 , ij) rfij 

9^OTPr 
( i j )^ . ( f ) / . _ _ / 2 f , 2 

« = J, m?^« 

3Pr 
(\n _ X«) 

exp 3 Pr 

xD3a,v)~cxp[ - ^ X i ) A ( 0 , ij))dij 

4 J 
exp ( - 1 ^-\2

m \ J Xj, X , X (1,) A («, ij) dn (47) 
9 #,„Pr 

In Eq. (47) the functions A(£ , 1?), A(£ , v) and A(£> 1) were 
used. These functions are given by 

bA(r,) 
A(*. i? ) = exp (Z?£) 

3Pr 
(\2

m-\2„) + b 

(K-K) + a) + co: 

exp («£) 

3Pr 

B ( i , ) - + C(i,)--fl(ij)o> 
CO CO 3Pr 

(X2,-X2) + a 

x sin(co£) - cocos(co£) 25(IJ)A + C (ij) 

Tjj~ ( ^m - X«) + « ) cos(co£) + cosin(co£) 

A (5,i7) = -
A'(n) 

exp (60 

^-(X?„-X?,) + 6 
3Pr 

1 

3|^(X?„-X2,) + «) + co2 

exp (a?) 

B'(v) ^ (X2,-X2) + fljcos(coO + cosin(coOJ + f — ^ 

+ # ' ( > ) ) -
CO 3Pr 

X2, - X2 + a 1 sin(w£) - cos(coij) 

99 
A ( f , l ? ) = T 7 r - 7 ^ ^ + 7Tl7' 

168 280 24 120 
(48) 

Inserting Eq. (47) into Eq. (43) results in the solution 6{, which 
satisfies the given boundary conditions according to Eq. (42). 

The Temperature Distribution in the Solid Region. With 
the boundary conditions (9), the temperature distribution in 
the solid phase is easily calculated from Eq. (8). The temper­
ature distribution adopts the following form: 

1-5 
(49) 

The temperature gradient at the solid-liquid interface is given 
in dimensionless form by 

d8s= 1_ 
dy 1-5 

(50) 

The Solid-Liquid Interface. After solving Eqs. (21)-(26), 
the temperature gradient in the fluid at the solid-liquid inter­
face is known. Therefore, the development of the ice layer 
thickness can be calculated from Eq. (10) at every axial po­
sition. Introducing Eq. (50) into Eq. (10) results in 

= S - 1 B5dr, 
(51) 

in which terms of the order (925/9£2) were neglected. 
The temperature gradient in the fluid at the solid-liquid 

interface, which appears in Eq. (51), is given by 

drj 
1 = 1 

90o 
drj 

1 = 1 
" 5 9£ dr) 

(52) 
1=1 

with the known functions 90o/9»/l,, = i and 95i/3r/l,= i, which 
can be calculated from Eqs. (30) and (43) by differentiating 
the expressions with respect to -q and evaluating the resulting 
functions at ij= 1. It should be noted here that 90o/90ijl,= i 
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Fig. 3 Steady-state ice layer thickness as a function of x/h for Re4/, = 400, 
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Fig. 4 Steady-state ice layer thickness as a function of x/h for Rell(1 

Pr = 12, and various B 

40 

= 700, 

and ddi/dri\v = l are only functions of £ and Pr. They do not 
depend explicitly on 5 or Re ,̂. 

Equation (51) is a nonlinear integrodifferential equation, 
because the derivation of § with time has to be taken at constant 
x and the temperature gradient in the fluid at the solid-liquid 
interface is a function of the integral coordinate £, defined in 
Eq. (13). 

By ignoring terms of the order (35/dx) in Eqs. (51) and (52), 
Weigand and Beer (1992) were able to derive a simple ap­
proximative solution for the transient development of the fro­
zen layer. They obtained the free channel height 8 as an implicit 
function of £/Re//Pr for a given value of the freezing param­
eter B. The distribution of 8 for the steady-state solution and 
for a parabolic entrance velocity profile was identical to the 
solution given by Lee and Zerkle (1969). 

Taking terms into account of the order (dS/dx) in Eqs. (51) 
and (52), Eq. (51) must be integrated numerically. This was 
done by using the Runge-Kutta method. Approximately 200 
grid points in the axial direction were used for the calculation 
of the development of the frozen crust at the cooled channel 
walls (0<x<20). The calculations were performed with a time 
step AT of approximately 10~4. It must be pointed out that 
the calculation of 5 at each time step involves an iteration, 
because the perturbation quantity (l/<5)(d§/d£) for the tem­
perature gradient at the solid-liquid interface appears in Eq. 
(52) and, therefore, Eqs. (51) to (52) are coupled. However, 
by performing some numerical calculations, it could be shown 
that the perturbation quantity (l/5)(dcV3£), appearing in Eq. 
(52), could be approximated with good accuracy by taking the 

0.5 

i A V O experiment 
f\ Kikuchi et al. (1986) 

r^S^ A 
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40 

Fig. 5 Effect of Reynolds number on the axial distribution of I for Pr = 12 
and 8 = 4.2 

zero-order solution of Weigand and Beer (1992). This makes 
superfluous the iteration for 5 at a fixed value of time. The 
resulting error is negligible (the ice layers obtained with the 
two methods coincide). The steady-state solution was reached, 
if 

L 
X = 'h 

<10~ 

was satisified at the end of the cooled test section. 

(53) 

Results and Discussion 

Steady-State Freezing Fronts. The validity of the given 
perturbation analysis will be checked for the steady-state so­
lution. This yields an upper limit of error, as (l/8)(95/3|j) will 
reach its maximum for steady-state conditions. In Figs. 3 and 
4 the steady-state ice layer thickness is plotted as a function 
of the dimensionless downstream coordinate x/h. It can be 
observed that the ice layer thickness increases with growing 
values of B for a given Reynolds number. The two figures 
elucidate the deviation of the presented perturbation solution 
from the numerical calculation. The numerical solution was 
obtained by solving Eqs. (l)-(6) with a finite-difference scheme 
(Weigand and Beer, 1991). It can be seen that the perturbation 
solution is in good agreement with the numerical calculations, 
also for high values of the cooling parameter B, as it is shown 
in Fig. 4 for B= 9.8. 

Figure 5 elucidates the effect of increasing Reynolds number 
on the axial distribution of 5 for B = 4.2 and Pr = 12, compared 
with experimental data of Kikuchi et al. (1986). It is obvious 
that the ice layer thickness decreases with an increasing Reyn­
olds number. This is due to the increasing heat flux from the 
liquid to the solid-liquid interface for growing values of Re4A. 
The calculated results agree well with measurements of Kikuchi 
et al. (1986). It can also be observed that the deviation between 
the numerically calculated ice layers and the perturbation so­
lution increases with growing Reynolds number, because the 
perturbation quantity is proportional to Re4/,. Therefore, the 
perturbation solution will approximate the numerical solution 
closer for smaller values of (l/§)(dS/d£). 

In case of the experimental results for Re4,, = 2300, plotted 
in Fig. 5, the flow was still laminar. This is because of the 
acceleration of the flow due to converging ice layers, which 
tends to stabilize the laminar boundary layer and shifts the 
transitional Reynolds number to higher values. 

The accuracy of the given perturbation analysis can be 
checked more precisely by comparing the axial velocity dis­
tribution given by Eqs. (27) and (40) with numerically calcu-
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Transient development of the freezing front as a function of 

lated values. Figure 6 shows a steady-state ice layer for 
Re4/, = 600,_Pr= 12. It can be observed that the numerical so­
lution for § and the results obtained by the perturbation anal­
ysis nearly coincide. 

Figure 7 illustrates the development of the axial velocity 
profile for the ice layer shown in Fig. 6. The axial velocity is 
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Fig. 9 Transient development of the freezing front as a function of 
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Fig. 10 Development of the absolute deviation between the perturba­
tion solution and the approximation according to Weigand and Beer 
(1992) as a function of x/h 

scaled with the axial mean velocity u0 at the entrance of the 
chill region. The profiles elucidate the effect of acceleration 
due to converging ice layers for various axial positions. It can 
be seen that the profiles are flattened for small values of the 
axial coordinate, while they approach a nearly parabolic shape 
for large values of the axial coordinate. The profiles obtained 
by the perturbation analysis are in good agreement with the 
numerical calculations, except for x= 1, where the deviation 
between the two solutions is more pronounced. This can be 
attributed to the sharply increasing ice layer thickness near the 
entrance of the test section. Consequently, the term 38/dx 
adopts higher values in this region and the linearization of the 
conservation equations given by Eq. (19) may lead to some 
error. Nevertheless, the agreement between the numerical cal­
culation and the perturbation solution is very good for x>5. 

Transient Development of the Freezing Fronts. Figures 8 
and 9 illustrate the time-dependent development of the freezing 
fronts at the channel walls for different values of the cooling 
parameter B. In the early stage of the freezing process the ice 
layer thickness remains approximately constant over the chan­
nel length, except for the near entrance region, as can be seen 
from Fig. 8 for T = 0 .1 . This is evidenced by Eq. (51). If one 
excludes small values of the axial coordinate x, the first term 
on the right-hand side of Eq. (51) dominates the second term. 
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This means that for small values of T the growth of the frozen 
layer at the channel walls is dominated by heat conduction in 
the thin ice layer. 

Because there exists no numerical solution concerning the 
quasi-steady development of the ice layer in a planar channel, 
the given results can only be compared with the approximate 
solution of Weigand and Beer (1992). Figure 10 shows the 
distribution of the absolute deviation between the perturbation 
solution and the approximation during the transient devel­
opment of the ice layer shown in Fig. 8. It is evident that the 
maximum deviation is obtained for steady-state conditions, 
because the solution of Weigand and Beer (1992) coincides 
with the approximation of Lee and Zerkle (1969) for the sta­
tionary case. Moreover it can be seen that the deviation between 
the two solutions is maximum for small values of x/h. This 
can be easily understood if one recognizes that the quantity 
db/dx reaches its maximum for low values of the axial coor­
dinate. Because the effect of this term on the distribution of 
the ice layer thickness was ignored in the analysis of Lee and 
Zerkle (1969) and Weigand and Beer (1992), the maximum 
deviation must be in this region. However, the deviation A5 
between the two solutions is smaller than 0.05. Therefore, it 
can be stated that the solution given by Weigand and Beer 
(1992) approximates the time-dependent development of the 
freezing fronts in a cooled parallel plate channel relatively well. 

Conclusions 
A quite flexible method has been developed for calculating 

the velocity and temperature distributions in a planar channel 
with arbitrarily shaped walls under the assumptions that the 
perturbation quantity (l/5)(do73£) is sufficiently small. The 
applicability of the method was provided by calculating the 
transient development of the ice layers in a parallel plate chan­
nel for quasi-steady conditions. By comparing the obtained 
steady-state solutions with the numerical calculations of Wei­
gand and Beer (1991) and the experiments of Kikuchi et al. 
(1986), it was demonstrated that the perturbation solution yields 
sufficient accuracy for a wide range of Reynolds numbers and 
cooling parameters B. 

It could be shown that the transformed Navier-Stokes equa­

tions and the energy equation, for the quasi-steady conditions 
and written in ij, i? coordinates, contain only powers and de­
rivatives of (l/5)(dS73£), but not explicitly b". Therefore, ap­
plication of this method to the complete conservation equations 
for quasi-steady conditions is straightforward. 
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Magnetically Damped Conwection 
During Solidification of a Binary 
Metal Alloy 
The transient transport of momentum, energy, and species during solidification of 
a Pb-19percent Sn alloy is numerically simulated with and without magnetic damp­
ing. The system is contained in an axisymmetric, annular mold, which is cooled 
along its outer vertical wall. Since thermosolutal convection accompanies solidifi­
cation and is responsible for final macrosegregation patterns, application of a steady 
magnetic field, which is parallel to the axis of the mold, has the potential to reduce 
macrosegregation by damping buoyancy-driven flow during solidification. Results 
show that, during early stages of solidification, the magnetic field significantly affects 
thermally driven flow in the melt, as well as interactions between thermally and 
solutally driven flows. However, interdendritic flows and macrosegregation patterns 
are not significantly altered by moderate magnetic fields. Scaling analysis reveals 
that extremely strong fields would be required to effectively dampen convection 
patterns that contribute to macrosegregation. 

1 Introduction 
It is well known that buoyancy-induced flow during the 

solidification of alloys is the major cause of macrosegregation 
in ingots (Flemings, 1974; Fisher, 1981). Buoyancy forces arise 
from temperature and solute concentration gradients in inter­
dendritic liquid, and macrosegregation refers to large-scale 
redistribution of solute in the fully solidified ingot. Recent 
modeling efforts have successfully predicted various forms of 
macrosegregation in binary alloys (Bennon and Incropera, 
1987c; Neilson and Incropera, 1991; Prescott and Incropera, 
1991) and have related segregation patterns to fluid flow phe­
nomena that accompany the freezing process. Similar solidi­
fication models amenable to numerical solution also appear 
in the literature (Voller and Prakash, 1987; Beckermann and 
Viskanta, 1988; Voller et al., 1989; Ganesan and Poirier, 1990; 
Poirier et al., 1991; Felicelli et al., 1991; Amberg, 1991; Hein-
rich et al., 1991; Oldenburg and Spera, 1991), and reviews of 
existing models are available (Viskanta and Beckermann, 1987; 
Viskanta, 1988, 1990; Rappaz, 1989). In addition, complete 
two-phase models for solidification of binary mixtures are 
emerging (Prakash, 1990a, b; Ni and Beckermann, 1991; Beck­
ermann and Ni, 1992). 

Naturally occurring fluid flow in binary solidification sys­
tems may be altered in different ways. For example, solutally 
driven flow in the two-phase (mushy) zone may be controlled 
indirectly by increasing the freezing rate (Prescott and Incro­
pera, 1991), which increases the rate at which the dendritic 
array becomes less permeable to fluid flow. Other means of 
altering convection patterns include changing the initial su­
perheat of the melt, imparting centrifugal forces by rotating 
the mold, and imposing a magnetic field on the system. 

The purpose of this study is to investigate the effects of 
magnetic damping on thermosolutal convection during solid­
ification of a binary metal alloy and on the resulting macro-
segregation. Magnetic damping forces are included in a con­
tinuum model for momentum, energy, and species transport 
in binary, solid-liquid phase change systems (Bennon and In­
cropera, 1987a), and numerical simulations are performed to 

assess the effects of a uniform magnetic field, aligned with the 
vertical axis of an axisymmetric, annular mold, on fluid flow 
and macrosegregation during the solidification of a Pb-19 
percent Sn alloy. This composition is attractive by virtue of 
its wide freezing range (TUQ-TS0L = 96 °C) and hence its 
susceptibility to macrosegregation. 

Magnetic damping occurs when an electrically conducting 
fluid flows transversely to a steady magnetic induction field. 
An electric current is induced 

J = ffPVxB (1) 
which, in turn, interacts with the magnetic field to yield a 
Lorentz damping force on the fluid 

FL = JxB = ae(VxB)xB (2) 

Hence, the magnetic damping force is proportional to the 
square of the induction field and opposes the fluid velocity 
component from which it originates. A magnetic induction 
field therefore provides a preferred flow direction, since flow 
that is parallel (or antiparallel) to the induction field is not 
damped. 

Magnetic damping has been studied both experimentally 
(e.g., Hoshikawa et al., 1984; Hirata and Inoue, 1985; Kim 
and Smetana, 1985) and numerically (e.g., Oreper and Szekely, 
1984; Langlois, 1984; Lee etal., 1984; Mihelcic and Wingerath, 
1985; Organ, 1985; Kim and Langlois, 1986) for the growth 
of single crystals, as in the Czochralski or Bridgman-Stock-
barger processes. The effect of magnetic damping on the met­
allurgical grain structure in a solidified metal alloy has been 
investigated experimentally (Uhlmann et al., 1966), and ex­
periments have been performed under more controlled con­
ditions to study the effects of a magnetic field on convection 
during solidification (Vives and Perry, 1987). However, there 
are no published investigations regarding the effects of mag­
netic damping on fluid flow in both the melt and mushy zones 
during the casting of metal alloys; nor has the relationship 
between magnetic damping and macrosegregation in alloy cast­
ings been studied. 

Contributed by the Heat Transfer Division and presented at the National Heat 
Transfer Conference, San Diego, California, August 9-12, 1992. Manuscript 
received by the Heat Transfer Division July 1992; revision received November 
1992. Keywords: Double Diffusion Systems, Liquid Metals, Materials Processing 
and Manufacturing Process. Associate Technical Editor: L. C. Witte. 

2 The Model 
Simulations of this study are based on a continuum model 

for transport phenomena in dendritic solidification systems 
(Bennon and Incropera, 1987a). The salient features of this 
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model, as it applies to a Pb-Sn system, are described in a 
previous study (Prescott and Incropera, 1991). In this study, 
the model has been extended to include magnetic damping 
effects, and the mold containing the Pb-Sn charge is included 
in the simulations. 

It is assumed that the magnetic field is axisymmetric and 
purely axial, a condition that is closely approximated in the 
interior of a solenoid. The flow field is assumed to be axisym­
metric and without swirl. Thus, it follows from Eqs. (1) and 
(2) that the current density field is purely tangential and the 
Lorentz force is purely radial. In accordance with the revised 
continuum momentum equation (Prescott et al., 1991), the 
Lorentz force acting on the liquid phase must be included in 
the radial momentum equation. With electric current deter­
mined by a yo/u/ne-averaged velocity, g/V* + gs\s = V + (p/ 
Pi - 1)(V - Vs), it follows that 

Fw=(7c,;[VxB + (p /p , - l ) (V-V s )xB]xB«f f e i / (VxB)xB 

(3) 

The approximation in Eq. (3) is based on recognition of the 
fact that l ( p / p , - l ) ( V - V s ) l « I V I . Therefore, the radial 
damping force is 

FL,l,r- -OejBzV 

and the radial momentum equation is 

| - (py) + V.(pVy) = V - U , - Vv 
dt V Pi 

(4) 

- w 
P (v-fsVs) 111 P dp 

Pi 
^-(v-v^-OejBtv-f- (5) 
K pi or 

The axial momentum, energy, and species equations are, re­
spectively, 

- (pu) + V ' (pV«) = V » U / - Vu - ^ - (u-us) dt \ PI ) K pi 

dP 
+ PI8[(PIM/PI- l) + PAT- Tnt)]-T- (6) 

oz 

— {ph) + V'(p\h) = V«(— Vh) + V ' -*v (*,•-/») 

- V . [ / J p(V-V, ) ( / i , -A J ) ]+ IJlVa, (7) 

and 

jt(pfa) + v>(pXfa)- V'(pDvD + V-[pDV(f^D] 

. - V . [ / s p ( V - V i ) ( / r - / ? ) ] (8) 

The magnetic damping term in Eq. (5) is implemented nu­
merically as a linearized source term (Bennon and Incropera, 
1988). That is, SM = tffv(rArAz) where S% = -aeJB

2
z. Al­

though the last term on the right-hand side of Eq. (7) accounts 
for Joulean dissipation, it represents less than 0.1 percent of 
the external heat loss for the strongest magnetic field consid­
ered in this study. The third and second terms, respectively, 
on the right-hand sides of Eqs. (5) and (6) are D'Arcy damping 
terms, which account for relative phase motion within the 
mushy zone. The permeability K is assumed to be isotropic 
and is evaluated from the Blake-Kozeny model (Bennon and 
Incropera, 1987b): 

K=K, gi 
(9) 

_(i-g,r 
where the constant A"0 = 2.8 x 10 - 1 1 m2 was determined from 
representative dendrite arm spacings for the Pb-Sn system 
(Nasser-Rafi et al., 1985). The buoyancy term in Eq. (6) is 
discussed elsewhere (Prescott and Incropera, 1991). The con­
tinuum model requires specification of the solid velocity V ,̂ 
and in this study a stationary mushy zone is assumed (Vs = 
0). 

Figure 1 shows the problem domain and the numerical mesh 
used for its discretization. The system is axisymmetric and is 
patterned after an experimental apparatus for which H = 150 
mm, H/(r0-rj) = 3.2, and r0/r-, = 4. The outer and inner 
mold wall thicknesses are t0/r0 = 0.037 and ?///',• = 0.20, 
respectively, and the bottom mold wall thickness is tb/H = 

Nomenclature 

B 
B, 

D = 

Da 

/ 
FL 

h = 
j * 

hs = 
H = 
k = 

K = 
J = 

Ly = 

magnetic induction field, T 
axial component of mag­
netic induction, T 
specific heat, J/kg-K 
specific heat of solid at an 
arbitrary reference state, J/ 
kg»K 
binary mass diffusion coef­
ficient, m2/s 
D'Arcy number (see Eq. 
(13)) 
mass fraction 
Lorentz force, N/m3 

volume fraction; accelera­
tion of gravity, m/s2 

enthalpy, J/kg 
c*T, J/kg 
height of mold cavity, m 
thermal conductivity, W/ 
n r K 
permeability, m2 

electric current density field, 
A/m2 

Lykoudis number (see Eq. 
(12)) 

m = 

M = 

N = 

P = 
n 

q = 
r,z = 

, z = 

S = 
sP = 

t = 
T = 

U 

V 
Ps 
PT 

slope of liquidus line on the 
equilibrium phase diagram, 
K 
Hartmann number (see Eq. 
(11)) 
buoyancy parameter (see 
Eq. (14)) 
pressure, N/m2 

heat flux, W/m2 

radial and axial coordinates, 
m 
dimensionless coordinates 
(r-ri)/(r0-ri) and z/H, 
respectively 
discretized source term 
linearized source coefficient 
time, s; wall thickness, m 
temperature, °C or K 
axial and radial velocity 
components, m/s 
overall heat transfer coeffi­
cient, W/m2-K 
velocity, m/s 
solutal expansion coefficient 
thermal expansion coeffi­
cient, K_ 1 

fi = dynamic viscosity, N»s/m2 

p = density, kg/m3 

ae = electrical conductivity, A/ 
V«m 

4> = streamfunction, defined by 
pur = d\///dr and pvr = 
-dxp/dz, kg/s»rad 

Subscripts 

b = bottom 
c = coolant 
/ = inner; initial 
/ = liquid 

LIQ = liquidus 
max = maximum 
min = minimum 

o = outer 
r = radial component 

ref = reference value 
s = solid 

SOL = solidus 
z = axial component 

Superscripts 

M = magnetic damping 
a = constituent a 
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0.053. It was determined in a previous study (Prescott and 
Incropera, 1991) that a 50 x 50 mesh is suitable for the mold 
cavity. Additional nodes were added to accommodate the inner 
and outer vertical mold walls and the mold bottom, bringing 
the mesh size to 54 radial nodes by 53 vertical nodes. The 
portion of the grid that represents the mold cavity was biased 
in the radial direction, such that the total cavity volume was 
equally distributed among all respective control volumes. Time 
steps of 0.25 s were used to resolve the system transients in a 
control-volume based finite-difference method (Patankar, 
1980), with a fully implicit time marching scheme. 

Initially, both the melt and the mold are isothermal at 305 "C, 
which is 20°C above the liquidus temperature. Also, at t = 0 
the melt is chemically homogeneous and quiescent. Cooling 
occurs through the outer vertical surface of the mold, where 
the heat flux is expressed as 

•U[T{r0 + t0,z,t)-Tc] (10) 

The overall heat transfer coefficient, U, is set at 35 W/m2»K, 
which effects a cooling rate associated with large macrosegre-
gation (Prescott and Incropera, 1991), and Tc = 13°C. The 
top, bottom, and inner boundaries are adiabatic. The interface 
between the mold and the melt is modeled to be slip-free and 
impermeable, while the meniscus is shear-free. 

The constituent properties are listed in Table 1, along with 
those of the stainless steel mold. Solid and liquid phase prop­
erties are found using a linear combination of the constituent 
properties (Prescott and Incropera, 1991), although the elec­
trical conductivity of the liquid is assumed to be constant. 

3 Results of Simulations 
Three simulations were performed to examine the effects of 

magnetic damping. The first simulation includes no magnetic 
field and serves as a base case. To verify the model, results 
from the base case are compared with those from experiments, 
the details of which are documented elsewhere (Prescott, 1992). 
The second and third simulations have induction fields of 0.1 
T and 0.5 T, respectively.1 

Cooling curves predicted by the base case simulation are 
compared with those determined experimentally (Prescott, 
1992) at z* = 0.083 and 0.83 in Figs. 2(a) and 2(b), respec­
tively. Overall, the predicted cooling rate exceeds measured 
values, with differences attributable to model assumptions and/ 
or uncertainties in prescribed model parameters. Also, because 
the model assumed local equilibrium, it was unable to predict 
undercoolings and recalescences, which are evident in the ex­
perimental data. 

Measured and predicted macrosegregation patterns at z* = 
0.083 and 0.83 are shown in Figs. 3(a) and 3 (b), respectively, 
where data from six different azimuthal planes are plotted. 
Macrosegregation was measured using atomic absorption spec­
trophotometry to analyze small samples (weighing approxi­
mately 100 mg) from large ingot sections (Prescott, 1992). Zero 
A°7oSn (Fig. 3) corresponds to the nominal composition; pos­
itive values represent Sn enrichment; and negative values rep­
resent Sn depletion. Although there is considerable scatter in 
the data, general trends are predicted by the model. That is, 
the concentration of Sn increases with increasing height and, 
at z* = 0.83, with decreasing radius. The average estimated 
uncertainty in the measurements is 0.4 percent Sn and does 
not account for the scatter in the data, which is as large as 4 
percent. The scatter is attributed to three-dimensional distri­
butions of Sn in the experimental ingots (Prescott, 1992) and 
is a manifestation of discrete channels, which were dispersed 
about the circumference of the mushy zone during solidifi­
cation. The assumption of axial symmetry precludes prediction 
of such channels. 

With impediments related to uncertainties in prescribed 
model parameters and the influence of three-dimensional ef­
fects on solute distribution, it is unreasonable to expect com­
plete agreement between measured and predicted results. 
Nevertheless, important trends are predicted, and the model 
may be used as a reliable tool to assess the influence of magnetic 
damping on solidification. 

Fig. 1 The simulation system 
'A 0.1 T (Tesla) induction field requires approximately 8 x 104 A-turns/m 

in an ideal solenoid. 

Table 1 Physical properties of Pb, Sn, and the mold 

Properties Pb Sn Mold 
hf Fusion enthalpy (J/kg) 
T/ Fusion temperature (°C) 
cs Solid specific heat (J/kg-K) 
c; Liquid specific heat (J/kg-K) 
ks Solid thermal conductivity (W/nrK) 
kt Liquid thermal conductivity (W/m-K) 
H Viscosity (N»s/m 2 ) 
p Density (kg /m 3 ) 
D , Binary diffusion coefficient, Sn in P b (m 2 / s ) 
/ 3 r Coefficient of thermal expansion (K~ J ) 
(3S Solutal expansion coefficient 
K0 Permeabil i ty coefficient (m2) 
oe Electrical conductivity (A /V«m) 

23,020 

327 
132 
159 
34 
16 

2.4xl0~3 

10,600 
1.5xl0"9 

1.09x10-" 
0.354 

2.8x10"" 
1.5 xlO6 

59,020 
232 
243 
249 
62 
51 

1.78x10" 
7000 

535 

18 

7900 
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Fig. 2 Measured and predicted cooling curves at (a) z* = 0.083 and (b) Fig. 3 Measured and predicted macrosegregation patterns at (a) z* 
z* = 0.83 0.083 and (b) z* = 0.83 

Convection conditions are represented by field plots of ve­
locity vectors, streamlines, isotherms, and liquid isocompo-
sition lines (liquid isocomps). The liquidus interface, which 
represents the boundary between the melt and mushy zones, 
is indicated as a heavy line on each plot. Fully solidified regions 
and the solidus interface do not appear in any of the plots in 
this paper. Velocity vectors are scaled according to the current 
maximum velocity, which is indicated at the top of each velocity 
vector plot. Streamlines associated with clockwise recirculation 
have negative values and are plotted in ten equal increments 
between ^i^m and 0, while counterclockwise recirculation cells 
have positive values, which are plotted in ten equal increments 
between 0 and ^max. Isotherms and liquid isocomps (expressed 
as mass fraction Sn) are plotted in 20 equal increments between 
minimum and maximum values. In general, the minimum tem­
perature and maximum liquid composition are found near the 
outer (left) boundary of the mold cavity. In addition, macro-
segregation plots, which indicate mixture (solid + liquid) com­
position, are presented with legends to facilitate interpretation. 

Figure 4 shows velocity, streamfunction, temperature, and 
liquid composition fields for the base case at t = 140 s, which 
is soon after solidification commenced. Temperature gra­
dients, Fig. 4(c), are responsible for a relatively strong coun­
terclockwise convection cell, Figs. 4(a, b), which thermally 
stratifies the interior of the melt during the early cooling period, 
Fig. 4(c). Thermal convection is enhanced during the early 
cooling stages by heat transfer from the bottom and inner tube 
walls of the mold, Fig. 4(c). Solutal buoyancy forces act 
upward, opposing thermal buoyancy, within the mushy zone, 
where interdendritic liquid is enriched with Sn, Fig. 4(d). 
Interdendritic liquid leaving the mushy zone, at z* « 0.27, 
Fig. 4(b), is turned downward along the liquidus interface by 
the momentum of the thermal convection cell, thereby con-

tffl,„=0.190 
fex=0.198 

(d) 

Fig. 4 Convection conditions after 140 s of cooling without magnetic 
damping: (a) velocity vectors, (b) streamlines, (c) isotherms, and (d) liquid 
isocomps 

fining the liquid composition gradient primarily within the 
mushy zone, Fig. 4(d). The interdendritic liquid that leaves 
the mushy zone is replaced with liquid from the bulk melt near 
the bottom of the cavity, Figs. 4(a, b). 

With time, the liquidus interface moves both radially inward 
and vertically upward along the cooled mold wall. At t = 
155 s (Fig. 5), the mushy zone covers approximately 75 percent 
of the inside surface of the outer mold wall. Fluid is exchanged 
between the mushy and melt zones in a relatively confined 
region near the top of the mushy zone, Fig. 5(b), where a 
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\t/miff=-0.0425 
\|lmax= 0.0369 

Tmin=279.2°C 
Tmax=289.0°C 

fffli„=0.190 

&ax=0.203 

(d) 

Fig. 5 Convection conditions after 155 s of cooling without magnetic 
damping: (a) velocity vectors, (b) streamlines, (c) isotherms, and (d) liquid 
isocomps 

Vmin=-0.0171 
V m a ,= 0.0288 

(a) 

Fig. 6 Convection conditions after 170 s of cooling without magnetic 
damping: (a) velocity vectors, (b) streamlines, (c) isotherms, and (d) liquid 
isocomps 

strong, solutally driven flow, emerging from the mushy zone, 
interacts with thermally driven flow in the bulk melt. The 
interaction turns both flows radially inward, thereby con­
stricting the thermal cell. This double-diffusive convection pat­
tern ultimately advects warmer fluid from the bulk melt into 
the mushy zone, and the attendant heating, combined with 
local Sn enrichment by ascending interdendritic fluid, favors 
remelting and/or dissolution of dendrites and the development 
of a channel. The channel, although not fully melted, is aligned 
vertically and is located along the mold wall for z* > 0.5. It 
is delineated by a heavy dashed line in Fig. 5(a). 

Convection conditions at t - 170 s are shown in Fig. 6. The 
channel along the top half of the cooled mold wall draws Sn-
enriched interdendritic fluid into it, Figs. 6(b, d), and fluid 
in the channel is accelerated toward the top of the cavity, where 
Sn rich layers are formed, Figs. 6(a, d). In addition to the 
exchange of fluid between the mush and melt promoted by the 
channel, two small recirculation cells are active along the liq-
uidus interface at z* ~ 0.5 and z* » 0.75, Fig. 6(b). Such 
recirculations are responsible for establishing preferred flow 
paths of interdendritic liquid at later times. That is, channels, 
although not fully melted, are established by small recircula­
tions along the liquidus interface during early solidification 
stages. Fluid of nominal composition enters the mushy zone 

Fig. 7 Macrosegregation patterns after 600 s of cooling: (a) without 
magnetic damping, (b) with B2 = 0.1 T, and (c) with Bz = 0.5 T 

14.5 mm/s 

Vmin=-0.0267 
<|/ma);= 0.0184 

Tmj„=279.5°C 
Tmax=293.5°C 

ft£i„=0.190 

ftX,ax=0.202 

(a) (b) (c) (d) 

Fig. 8 Convection conditions after 140 s of cooling with Bz = 0.1 T: 
(a) velocity vectors, (b) streamlines, (c) isotherms, and (d) liquid iso­
comps 

at the bottom of these recirculation zones and displaces fluid 
of higher Sn concentration. Thus, a small Sn-depleted region, 
with an increased solid fraction and decreased permeability, 
is created. At the top of a recirculation cell, there exists a Sn 
enriched zone with decreased solid fraction and increased 
permeability. The position of these interfacial recirculation 
cells moves as the liquidus interface advances inward and up­
ward, thereby creating a series of channels. These channels 
manifest themselves as A-segregates in the final casting (Flem-
mings, 1974; Fisher, 1981). 

Figure 7(a) shows the macrosegregation pattern that exists 
at t = 600 s. Although the ingot is not fully solidified at this 
time, fluid flow is virtually nonexistent due to the small perme­
ability of the dendritic structure, and macrosegregation is es­
sentially complete (Prescott and Incropera, 1991). The A-
segregates in Fig. 7(a) are the series of Sn-rich pockets ex­
tending upward and radially inward from the Sn depleted re­
gion in the upper portion of the ingot. In addition to the A-
segregate pattern, a large cone of Sn-rich material, which re­
sults from the solutally induced recirculation of interdendritic 
fluid during the intermediate stages of solidification (300 < t 
< 600 s) (Prescott and Incropera, 1991), extends down from 
the top of the ingot. 

Convection conditions associated with application of a 0.1 
T induction field are shown in Figs. 8-10, and the resultant 
macrosegregation pattern is shown in Fig. 1(b). At t = 
140 s (Fig. 8), a nonuniform mushy zone is attached to the 
lower half of the cooled mold wall. With the magnetic field, 
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T„,jn=280.5°C 
Tma»=295.1°C 

(b) (C) (d) 

Fig. 9 Convection conditions after 170 s ot cooling with Sz = 0.1 T: 
(a) velocity vectors, (o) streamlines, (c) isotherms, and (d) liquid iso-
comps 

(d) 

Fig. 11 Convection conditions after 140 s of cooling with Bz = 0.5 T: 
(a) velocity vectors, (b) streamlines, (c) isotherms, and (d) liquid iso-
comps 

(a) ' (b) (c) (d) 

Fig. 10 Convection conditions after 210 s of cooling with Bz = 0.1 T: 
(a) velocity vectors, (b) streamlines, (c) isotherms, and (d) liquid iso-
comps 

development of the mushy zone and of the solutally driven 
convection cell, Fig. 8(b), occurs sooner than without mag­
netic damping, Fig. 4. Although thermal stratification still 
occurs due to convection, Fig. 8 (c), magnetic damping reduces 
the strength of the thermally driven recirculation, thereby de­
creasing heat transfer between the melt and the cooled mold 
wall. Hence, liquid near the outer mold wall cools more rapidly, 
and solidification commences earlier with magnetic damping. 
Furthermore, due to the decreased momentum associated with 
the thermally driven downflow along the outer mold wall, Sn-
rich fluid from the mushy zone penetrates further into the 
melt, Fig. 8(d). 

The mushy zone covers all of the outer mold wall at t = 
170 s (Fig. 9), and radial liquid composition gradients, Fig. 
9(d), induce a recirculation zone that encompasses much of 
the liquid and mushy zones, Fig. 9(b). Since the thermal con­
vection cell is weakened by the magnetic field, it is less effective 
at opposing the discharge of Sn-rich liquid from the mushy 
zone, and the propensity for channel development is increased. 
A fully melted channel adjacent to the outer mold wall, Fig. 
9(a) , provides a preferred flow path for interdendritic fluid, 
Fig. 9(b), facilitating its transfer to the top of the mold cavity, 
where Sn-rich layers of liquid are forming, Fig. 9(d). Ap­
proximately 67 percent of the fluid exchange between the melt 
and mushy zones occurs through the channel. 

At / = 210 s, solutal buoyancy dominates convection in 
both the mush and fully melted zones, Figs. 10(«, b). Cool 
but Sn-rich layers have formed at the top of the cavity, Figs. 
10(c, d), and the lower interior region of the melt is nearly 
isothermal. The small, counterclockwise thermal cell of Fig. 
10(b) is quickly losing its momentum and will soon be extinct. 
The channel that formed earlier has turned radially inward 
near the top of the mushy zone and provides for transport of 
approximately 50 percent of the interdendritic liquid dis­
charged from the mushy zone into the melt, Fig. 10(b), while 
the mushy zone is fed entirely by fluid of nominal composition, 
which crosses with the liquidus interface over the lower third 
of the cavity. 

The macrosegregration that resulted from solidification with 
a 0.1 T induction field is shown in Fig. 1(b). The channel that 
existed at earlier times is manifested by a highly segregated 
zone among the pattern of A-segregates. Both positively (Sn 
rich) and negatively (Sn depleted) segregated region, imme­
diately adjacent to each other, are associated with the channel. 
The channel itself was continually fed with Sn-rich fluid from 
adjacent regions, which were replenished by fluid of lower Sn 
concentration, Figs. 9(b,d). This channel segregate represents 
the main difference between the macrosegregation patterns of 
Figs. 1(a) and 1(b) for the base case and the 0.1 T case, 
respectively. The cone segregate in the top interior region of 
the ingot is unaffected by the magnetic field. 

By increasing the induction field to 0.5 T, radial damping 
increases 25-fold over that caused by a 0.1 T field. Hence, 
thermal convection is significantly reduced during the initial 
cooling period, and because heat transfer is conduction dom­
inated, thermal stratification is nearly eliminated. At t = 
140 s (Fig. 11), a mushy zone covers nearly 90 percent of the 
vertical extent of the outer mold wall. The temperature gradient 
is primarily radial, Fig. 11 (c), and the effects of thermal ca­
pacitance and conjugate heat transfer in the mold bottom are 
responsible for the maximum mushy zone thickness occurring 
at z* » 0.20, rather than at the bottom of the mold. The Sn 
concentration gradient in the interdendritic liquid, Fig. 11 (d), 
is responsible for a positive buoyancy force and the annular 
plume of Sn rich liquid rising from the mushy zone, Figs. 11 (a, 
b). Since the magnetic field strongly damped thermal convec­
tion during the initial cooling period, the solutal upwelling is 
virtually unopposed. The ascending interdendritic fluid is also 
responsible for the channel that has formed along the mold 
wall, Figs. 11(«, b), where the local liquidus temperature is 
depressed. Also, the plume of fluid discharged from the chan­
nel is deflected radially inward at z* « 0.8, bifurcating to 
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Vmin=-0.0098 Tmin=279.6°C f»n=0.190 
15.6 mm/s ymax= 0.0040 Tma„=293.30C ffSax=0.203 

'° (a) ''' (b) (c) (d) 

Fig. 12 Convection conditions after 155 s of cooling with Bz = 0.5 T: 
(a) velocity vectors, (b) streamlines, (c) isotherms, and (d) liquid iso-
comps 

create a small, counterclockwise vortex near the top of the 
cavity and a large, clockwise solutal convection cell. Strong 
magnetic damping causes the thermal and solutal convection 
cells to be sharply divided by a hypothetical cylindrical surface 
whose radius corresponds closely with the liquidus interface, 
Fig. 11(6). 

With time, the mushy zone and the vertical interface between 
thermal and solutal convection cells move radially inward, as 
indicated in Fig. 12 (Z?) for / = 155 s. Since vertical motion 
is undamped, solutal buoyancy forces accelerate interdendritic 
fluid to relatively large velocities within the channel adjacent 
to the outer mold wall, Fig. 12(a), while magnetic damping 
has the effect of minimizing radial motion, Fig. 12 (£>). Hence, 
solutal stratification is inhibited during the early solidification 
period, Fig. 12(d). The thermal convection cell is large, but 
very weak, Figs. 12(a, b), despite a significant radial tem­
perature gradient in the melt, Fig. 12(c). 

The interface between the solutal and thermal convection 
cells continues to move inward as the mushy zone grows, until 
at approximately 210 s, the counterclockwise thermal convec­
tion cell is virtually extinct, Fig. 13(6). The radial Sn con­
centration gradient in the interdendritic liquid, Fig. 13 (d), 
generates negative (clockwise) vorticity, which negates the gen­
eration of positive vorticity by the temperature gradient in the 
melt, Fig. 13 (c). With dominance of solutal buoyancy, solutal 
stratification eventually occurs, Fig. 13(of), yielding the mac-
rosegregation pattern of Fig. 7(c). 

Although the channel in the outer, upper region of the cavity 
yields a zone of large segregation, the severity of this channel 
segregate, Fig. 7 (c), is less than that for the reduced magnetic 
field, Fig. 1(b). Comparing Fig. 7(c) with Figs. 1(a) and 
7 (b), it is also apparent that the stronger magnetic field reduces 
that number of A-segregates that appear in the top half of the 
ingot. This reduction occurred because radial damping inhib­
ited the development of small recirculation cells, as seen in 
Fig. 6(b), along the advancing liquidus interface. However, 
the magnetic field has virtually no effect on development of 
a cone of positive segregation, which extends downward from 
the top of the ingot. 

4 Physical Considerations 
To obtain a better appreciation for the effect of an applied 

magnetic field on convection and macrosegregation, it is in­
structive to examine pertinent dimensionless groups, such as 
the Hartmann number 

Vmi„=-0.0075 TmJn=276.7°C & = 0 . 1 9 0 
3.58 mm/s fmax=0 Tma*=287.4°C fftax=0.218 

'° (a) ' (b) (c) (d) 

Fig. 13 Convection conditions aiter 210 s of cooling with Bz = 0.5 T: 
(a) velocity vectors, (b) streamlines, (c) isotherms, and (d) liquid iso-
comps 

where M2 is a measure of the relative strength of the Lorentz 
and viscous forces, and the Lykoudis number 

Ly" S / ^ (12) 

which measures the relative strength of the Lorentz and buoy­
ancy forces. Each of these groupings requires specification of 
an appropriate length scale, while Ly requires characterization 
of the buoyancy conditions. However, due to the evolutionary 
nature of the solidification process, unique values cannot be 
prescribed for these parameters. For example, an appropriate 
length scale for the melt could be its mean hydraulic diameter, 
which decreases with time as the liquidus interface advances. 
Within the mushy zone, the length scale could be associated 
with the dendrite arm spacing (10 to 100 pm) or the permea­
bility, which also changes continuously as solidification pro­
gresses. Hence, length scales that differ by orders of magnitude 
can be chosen for the melt and mushy zones, each of which 
changes during the process. Similarly, the density difference 
Ap depends on whether the melt or mushy zone is under con­
sideration and on time during the process. During the initial 
cooling period, density gradients are influenced by temperature 
variations, while subsequently they are dominated by com­
position variations within the mushy zone. 

The large differences in scaling parameters that exist between 
the melt and mushy zones can be partially reconciled by con­
sidering two additional groupings. The D'Arcy number is the 
ratio of permeability in the mushy zone to the square of a 
length scale characteristic of the mold 

K 
Da = -2 (13) 

and the buoyancy parameter is the ratio of solutal and thermal 
buoyancy effects within the mushy zone 

Estimating the permeability from the Blake-Kozeny equation 
with a liquid volume fraction of 0.70 and using the hydraulic 
diameter of the mold cavity for L(L = 2(/-0-/•,•)) yields Da 
= 1.2 x 10~8 for the conditions in this study, which shows 

that viscous damping in the mushy zone (D'Arcy damping) is 
much stronger than large-scale viscous damping. Moreover, 
for hypoeutectic Pb-Sn alloys, \N\ = 14, indicating that so-
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lutal buoyancy dominates thermal buoyancy within the mushy 
zone. 

During the initial cooling period, when solutal buoyancy 
and D'Arcy damping effects are small or nonexistent, it is 
appropriate to evaluate M2 and Ly using a length scale of 
2(r0-rj) and a density variation of Ap/p = $TAT, where AT 
= 5 K. Thus, with B = 0.1 T, M2 = 6.1 x 104 and the thermal 
Lykoudis number is Lyr = 6.6, indicating that magnetic damp­
ing is significant during the initial period of solidification. 
Moreover, with B = 0.5 T, the magnetic damping effect is 25 
times larger. However, during intermediate and later stages of 
solidification, when D'Arcy damping and solutal buoyancy 
are prominent, the appropriate groupings are M2«Da = aeB

2K/ 
ix, for the ratio of Lorentz to D'Arcy (viscous) forces, and the 
solutal Lykoudis number, Ly,s = Lyr/N

W2, which is a measure 
of the ratio of magnetic damping to buoyancy. The D'Arcy 
number is not included in Lys, because the small length scale 
associated with the permeability does not influence the vari­
ation in buoyancy forces. With B = 0.1 and 0.5 T, Lys is 1.8 
and 44, respectively. However, the values of M2»Da are 7.2 
x 10"4 and 1.8 x 10~2, respectively, for induction fields of 
0.1 and 0.5 T. It is therefore concluded that D'Arcy damping 
is the primary restriction to fluid flow during intermediate and 
later stages of the solidification, and that during this period, 
magnetic damping is negligible. The induction field would have 
to be increased by an order of magnitude (e.g., to approxi­
mately 5 T), before a significant change in macrosegregation 
can be expected for the interior of the ingot. 

From the foregoing examination, it is concluded that, by 
damping thermal convection, a steady induction field changes 
the nature of thermosolutal interactions during the early stages 
of solidification, and hence the subsequent development of 
channels in the mushy zone and the formation of segregates 
near the outer mold wall. However, because magnetic damping 
is small in comparison to D'Arcy damping, the induction field 
does little to alter solutally driven natural convection through 
the mushy zone or to prevent cone segregates from forming 
on the top of the ingot. 

5 Conclusions 
Numerical simulations have been performed to assess the 

effects of moderately strong, steady induction fields on ther­
mosolutal convection and macrosegregation during solidifi­
cation of a metal alloy. The findings corroborate previous 
results (Prescott and Incropera, 1991), which indicate that 
convection during early and late stages of solidification is re­
sponsible for different, identifiable zones of macrosegregation. 
Channels and A-segregates in the outer region of the ingot are 
associated with thermosolutal interactions that follow the onset 
of solidification. In contrast, macrosegregration at the interior 
of the ingot is associated with large-scale fluid recirculation 
through the mushy zone, which is driven exclusively by solutal 
buoyancy. 

Application of a magnetic field provides one means of al­
tering convection in a liquid metal, and the results of this study 
reveal that thermosolutal interactions, which occur during early 
stages of solidification, are affected by a steady induction field. 
However, rather than inhibiting convection, which contributes 
to macrosegregation, a steady, axial induction field of rea­
sonable (readily achievable) strength favors the development 
of a channel in the mushy zone and increases macrosegregation 
in outer regions of the ingot. The field also has little or no 
effect on the development of a large zone of positive segre­
gation in the interior of an ingot. The inability of magnetic 
damping to reduce macrosegregation within the ingot is at­
tributed to the fact that magnetic damping forces are negligible 
compared to D'Arcy damping, which ultimately limits the re­
circulation of interdendritic liquid during intermediate and 
later stages of solidification. It follows from the dimensionless 
product M2-Da that magnetic damping would be most effec­

tive on materials with large electrical conductivity and those 
that freeze with relatively large dendrite arm spacings (i.e., 
with large permeability in the mushy zone), of which the Pb-
Sn system is representative. 

It is possible that channel formation might be more effec­
tively controlled or eliminated by augmenting thermal con­
vection, rather than by damping it. Increasing the strength of 
the thermally driven convection pattern that opposes solutal 
buoyancy will have the effect of inhibiting the development 
of channels and 'the penetration of interdendritic liquid into 
the melt. For the geometry of interest, thermal convection may 
be augmented by heating, perhaps intermittently, the center 
tube during solidification. Alternatively, a moderately strong 
magnetic field (e.g., 0.5 T) can be applied to preserve a radial 
temperature gradient in the melt until a time near the onset of 
solidification, when the field can be removed. Thermal con­
vection will then be more effective during the crucial period 
in which the mushy zone develops along the outer mold wall. 
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Evaluation of a Hue Capturing 
Based Transient Liquid Crystal 
Method for High-Resolution 
Mapping of Convective Heat 
Transfer on Curved Surfaces 
Accurate determination of convective heat transfer coefficients on complex curved 
surfaces is essential in the aerothermal design and analysis of propulsion system 
components. The heat transfer surfaces are geometrically very complex in most of 
the propulsion applications. This study focuses on the evaluation of a hue capturing 
technique for the heat transfer interpretation of liquid crystal images from a complex 
curved heat transfer surface. Impulsively starting heat transfer experiments in a 
square to rectangular transition duct are reported. The present technique is different 
from existing steady-state hue capturing studies. A real-time hue conversion process 
on a complex curved surface is adopted for a transient heat transfer technique with 
high spatial resolution. The study also focuses on the use of encapsulated liquid 
crystals with narrow color band in contrast to previous steady-state hue based 
techniques using wide band liquid crystals. Using a narrow band crystal improves 
the accuracy of the heat transfer technique. Estimated uncertainty for the heat 
transfer coefficient from the technique is about 5.9 percent. A complete heat transfer 
map of the bottom surface was possible using only seven liquid crystal image frames 
out of the 97 available frames during the transient experiment. Significant variations 
of heat transfer coefficients are quantitatively visualized on the curved surfaces of 
the transition duct. 

Introduction 
This study deals with the implementation of a recently de­

veloped transient hue capturing technique on complex curved 
surfaces. The specific emphasis is given to apply the technique 
on a liquid crystal sprayed curved surface to obtain two-di­
mensional heat transfer coefficient maps with high spatial res­
olution. Although there is a vast amount of information in 
the literature about line heat transfer distributions from liquid 
crystal measurements, there are a limited number of studies 
dealing with surface distributions, especially on complex curved 
surfaces. The present technique is different from the existing 
steady-state true color heat transfer approaches. A real-time 
hue conversion process is adopted for high-resolution heat 
transfer measurements using a transient heat transfer model. 

The molecular structure, optical and thermal properties of 
cholesteric liquid crystals have been extensively reviewed by 
Fergason (1964,1968). A general discussion on the use of liquid 
crystals for heat transfer purposes is given by Cooper et al. 
(1975), Simonich and Moffat (1984), Moffat (1990), Hippen­
steele et al. (1983, 1985, 1987), and Parsley (1991). Unencap-
sulated (neat) liquid crystals can be used to indicate shear stress 
and hence transition in wind tunnel tests and actual flight 
testing (Jones et al., 1992; Klein and Margozzi, 1970; Holmes 
and Gall, 1986; Holmes and Obara, 1987). However, encap­
sulated forms of cholesteric and chiral nematic liquid crystals 
show a very useful feature from a heat transfer point of view. 
They are relatively insensitive to normal and shearing stresses 
(Zharkova et al., 1980). The color response of liquid crystals 
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to temperature is very fast and the response time is no more 
than a few milliseconds (Ireland and Jones, 1978). 

Application of liquid crystals in transient heat transfer ex­
periments is discussed by Ireland and Jones (1985) and Jones 
and Hippensteele (1988). In a transient experiment a complete 
heat transfer mapping of a complex surface can be obtained 
from a set of video images. However, in steady-state mode, 
multiple experiments with different heat flux settings are re­
quired to map the surface completely. Each new constant heat 
flux setting may also generate a new wall to free-stream tem­
perature ratio. Transient experiments usually generate an ap­
proximately isothermal surface boundary condition. The 
deviation from an isothermal wall temperature is small most 
of the time when compared to the temperature difference be­
tween the wall and the free stream. Transient heat transfer 
techniques are also attractive from an operating cost point of 
view, especially when a large mass flow of heated air at high 
speed is required. Mechanical construction of a constant heat 
flux surface on a highly curved three-dimensional surface is 
considerably more difficult when compared to the simple liquid 
crystal spraying procedure for a typical transient experiment. 
Transient techniques used in the past employing discrete sen­
sors or liquid crystal indicators never reached the spatial res­
olution (512 x 480 sensors per image) of the current method. 
The high spatial resolution of the present transient method 
having pixel by pixel processing capability is also applicable 
in unsteady heat transfer research for temperature fluctuation 
levels having a typical frequency of less than 60 Hz. 

In most of the previous studies reviewed, a visual detection 
of yellow contour was the most quantitative description of a 
narrow isothermal band that could be captured from a specific 
image. Wang et al. (1990) used a technique to mark the pixels 
for the appearance of a light intensity peak. Bunker et al. 
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(1992) introduced another single color capturing technique us­
ing a chrominance-luminance technique developed by Hirsch 
(1987). Calibrating the hue from colors appearing on liquid 
crystal sprayed surface with respect to temperature has been 
frequently practiced in the past. The wavelength of the color 
from a liquid crystal covered surface was correlated with local 
temperature by Kuzniers et al. (1980). This study employed 
local temperature measurements in the field of plastic and 
restorative surgery. Buiko and Tsykalo (1980) used cholesteric 
liquid crystals for temperature mapping in the diagnosis of 
neoplasms of the human eye. The temperature dependency of 
the dominant wavelength of the light selectively reflected from 
the surface was obtained by a spectrophotometer. Holl-
ingsworth et al. (1989) used a hue versus temperature relation 
in a steady-state convective heat transfer experiment for the 
first time. They could calculate the hue angle of a liquid crystal 
color starting from RGB attributes provided by standard video 
equipment. Their technique was useful for steady-state heat 
transfer measurements taken at several points on a heat transfer 
surface. 

Most of the spectrum of colors appearing on liquid crystal 
sprayed surface can be used to obtain many isotherms simul­
taneously. A hue capturing technique based on the real-time 
determination of the dominant wavelength of each color ap­
pearing on a liquid crystal surface is described by Camci et al. 
(1992). An extensive experimental validation of this heat trans­
fer mapping technique is presented by Kim (1991), for a well-
documented test case of a round circular heated jet impinging 
on a flat plate, initially kept at ambient temperature. Liquid 
crystal based heat transfer distributions are compared with 
results from conventional surface mounted thermocouple based 
distributions. Additional comparisons are also made to other 
studies available in the literature. A detailed uncertainty anal­
ysis for the heat transfer technique is also presented. A com­
plete numerical heat transfer simulation of the impinging jet 
heat transfer experiment is also provided by Kim (1991). Sim­
ulations include a differential solution for the transient energy 
equation in addition to momentum and continuity equations. 
As a result of a set of validation experiments and computations, 
it has been shown that the hue capturing method is an accurate 
and powerful heat transfer tool. 

The current study deals with the implementation of the hue 
capturing technique developed by Camci et al. (1993) on a 
complex curved surface. The bottom surface of a square to 
rectangular transition duct is used for two-dimensional surface 
mapping of heat transfer coefficients. The current study com­
bines a real-time hue conversion process with a transient heat 
transfer model developed for complex curved surfaces. The 
study also focuses on the use of narrow band, encapsulated 
liquid crystals for better accuracy in hue versus temperature 
calibration. The standard deviation of hue around a mean hue 

versus temperature line is about 1/10th of the bandwidth of 
the liquid crystal as reported by Camci et al. (1993), for an 
encapsulated chiral nematic liquid crystal. 

Wind Tunnel and Transition Duct 
A continuous flow wind tunnel is adapted such that flow 

can be switched suddenly through the test section. The wind 
tunnel and transition duct connected to a main laboratory 
vacuum system are shown in Fig. 1. Ambient temperature air 
is drawn from the laboratory through the test section. The 
transient experiment is started by opening a pneumatically 
controlled fast-acting valve 3 m downstream of the test section. 

The model tested was a transition duct from (20.8 cm x 
20.8 cm) square to a rectangular cross section of (32.2 cm x 
10.7 cm). The heat transfer at the bottom wall of the transition 
duct was measured. Details of the duct geometry are given in 
Fig. 2. A microswitch on the valve sent a simultaneous trigger 
pulse for the start of the data acquisition sequence. A precision 
timer was also started at this specific time to time stamp the 
video frames. The chiral nematic liquid crystal images were 
recorded by a color video camera located in an approximately 
normal direction to the transition duct floor and transmitted 
to a high-resolution video recorder. Model illumination was 
provided by fluorescence lights located about 50 cm away from 
the duct floor. 

The transition duct was preheated by using an electronically 
controlled electric heater chamber as two half cylinders. Blan­
ket heaters as radiation heaters provided a sufficiently uniform 
model temperature after a five-hour initial heating period. The 
temperature uniformity was continuously monitored at ten 
discrete locations on the model surface. A standard initial 
temperature deviation of only =F 0.2°C was allowed. The tran­
sition duct model was precision machined from clear acrylic. 
A thermophysical triple product (pcpk)W2 value of 569 
W(s),/2/(m K) was used in data reduction as reported by Baughn 
et al. (1988). Transient conduction analysis showed that the 
thermal wave did not reach the back end of the test wall during 
the heat transfer experiment (Jones and Hippensteele, 1985). 
A cross section of the heat transfer surface with liquid crystal 
coating is shown in Fig. 2. 

Color Definition and Hue Capturing Process 
Color may be defined as a psychophysical property of light, 

specifically, the combination of those characteristics of light 
that produce the sensations of hue, saturation, and intensity 
in a normal human observer. Color sensation from a liquid 
crystal covered surface is generated by several characteristics. 
A few of these characteristics can be summarized as the pitch 
of the helical arrangement of the crystal structure, the spectral 
characteristics of the light illuminating the liquid crystal cov-
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initial 
total condition 
at constant pressure 
recovery 
local wall condition 
spectral local value 
free stream 
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Fig. 2 Details of the duct geometry and the heat transfer surface 

ered surface, and the spectral response of the color sensing 
component, which may be a human eye or an imaging sensor 
used in a color camera. The pitch of the helical arrangement 
in the liquid crystal structure is altered by local temperature 
on the heat transfer surface. The color recognition technique 
used in this study is further explained by Camci et al. (1993), 
Kim (1991), and Berns (1989). The present system uses three 
eight-bit video A/D converters. Each of the RGB attributes is 
scaled between 0 and 255. The real-time conversions from RGB 
attributes to HSI and the role of intensity and saturation in 
liquid crystal color interpretation are discussed by Camci et 
al. (1992). 

Transient Heat Transfer Technique 
The main assumption of the measurement technique is the 

small penetration depth of the thermal pulse into the plexiglass 
wall compared to the thickness of the wall. This assumption 
allows the use of a one-dimensional transient heat transfer 
theory developed for semi-infinite bodies. The local wall tem­
perature rise for an impulsively starting heat transfer experi­
ment can be related to time, thermophysical properties of the 
body, and the convective heat transfer coefficient h: 

T -T-
l-exp((32)erfc(f3) (1) 

T —T-
1 Ooo -* I 

where 6 and (3 = h(t/pcpk)l/1 are nondimensional temperature 
and'time, respectively. A sixth-order spline fitting routine was 
developed for the variation of nondimensional time /3 with 
respect to the nondimensional wall temperature 0, using Eq. 
(1). Attention was paid to obtain an accurate representation 
for the first 15 seconds of a typical experiment. 

(3 = ( - 0.01071) + (1.11390)9 - (O.66474)02 + (2.22O7O)03 

+ (8.9339O)04 - (24.571OO)05 + (2O.586OO)06 
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Fig. 4 Boundary layer profile at the inlet probe section 

Experimental Results and Discussion 

Mainstream Flow and Thermal Boundary Conditions. A 
continuous recording of the tunnel inlet temperature, inlet 
velocity from a pitot probe, and fast valve initial transient 
behavior were obtained. Tunnel total temperature measured 
upstream of the inlet section was the same as the ambient 
temperature (rooo = 28.6°C). The inlet velocity measured at 
the inlet probe section by using a pitot probe was free of 
transients after the first second, measured from the valve open­
ing time as shown in Fig. 3. However, additional inlet velocity 
measurements taken by a fast response hot wire showed that 
the actual start-up transients are confined to a 40 millisecond 
period after the valve opening. 

The mean velocity component parallel to the tunnel axis 
measured at the free stream of the inlet probe section was 
about 97.5 m/s. Figure 4 shows a mean velocity traverse taken 
along the height of the duct centerline. The inlet boundary 
layer thickness at the bottom wall of the inlet probe section 
was measured to be 8.9 mm. It was also confirmed that the 
top wall boundary layer has a very similar distribution. The 
measured free-stream turbulence intensity in the mainstream 
of the inlet probe section was about 1.0 percent. The initial 
temperature for the liquid crystal covered bottom surface of 
the duct was about 7} = 55.7°C. 

Three-dimensional mean flow in the duct was predicted by 
solving Navier-Stokes equations in a staggered grid (49 x 26 
x 26) (Kim, 1991). Due to the symmetry of the duct, only one 
quadrant of the field was predicted in a generalized coordinate 
system as presented in Fig. 5. A kinetic energy-dissipation rate 
model was used for turbulent flow modeling. Turbulent kinetic 
energy at the inflow boundary was computed from measured 
root mean square values of the velocity fluctuation based on 
the isotropic field assumption. The inlet centerline velocity of 
97.5 m/s is accelerated to 123 m/s at the exit section due to 
the overall area convergence of 0.716, Fig. 5(a). Two coun-
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Fig. 5 Three-dimensional flow predictions in the duct: (a) horizontal 
plane; (b) vertical plane; (c) secondary velocities 

terrotating vortices in the exit quadrant were identified. How­
ever, the absolute magnitude of the maximum secondary 
velocity (3.6 m/s) was found to be much smaller than that of 
the streamwise velocity, Fig. 5(c). 

Liquid Crystal Calibration. Hue versus temperature cali­
brations were performed to find out the dependency of local 
liquid crystal hue to temperature. A mixture of three chiral 
nematic liquid crystals each having a color bandwidth of ap­
proximately 1°C was then sprayed simultaneously. The esti­
mated thickness of the liquid crystal layer was on the order of 
10 jxm. The highest temperature crystal displayed red color at 
47.8°C. The medium temperature and the lowest temperature 
crystal displayed red at 42.7°C and 37.5°C, respectively. The 
imaging camera was located on top of the duct in a direction 
almost normal to the bottom surface. The same illumination 
system of actual heat transfer runs was used. A heat gun with 
an approximate exit temperature of 85 °C was directed to a T-
type thin foil thermocouple with a typical time response of 1 
millisecond. The thermocouple was flush mounted underneath 
the liquid crystal layer, at this specific pixel location. Figure 
6(a) shows the variation of local temperature measured by the 
thermocouple with respect to liquid crystal hue as recorded by 
the hue capturing system. Different symbols in Fig. 6 suggest 
different hue capturing sequences performed at different times. 
The color information as hue shows an approximately linear 
variation with respect to local temperature between 37.7°C 
and 38.3°C. It is a known phenomenon that the perceived 
color especially from an unencapsulated (neat) liquid crystal 
is dependent on the angle at which it is viewed (Jones et al., 
1992; Herald and Wiegel, 1980). However, our visual obser­
vations consistently showed that the viewing angle sensitivity 
of hue from micro-encapsulated chiral nematic liquid crystals 
is much less significant than that of the unencapsulated (neat) 
crystals. 

Figure 6(b) shows the variation of local intensity with respect 

40 45 50 55 
TEMPERATURE deg.C 

Fig. 6 Hue and intensity calibration with respect to temperature 

to local temperature for all three of the liquid crystals. A very 
distinct intensity peak for each liquid crystal range was always 
observed. After the peak, the intensities dropped continuously 
to a middle value between the lowest intensity and the peak 
intensity value. This final value corresponded to the dark blue 
color. For the highest temperature crystal, the total number 
of hue values captured was limited in comparison to the wide 
spectrum of colors obtained with the middle and lowest tem­
perature crystals. Faded colors were attributed to the highest 
level of temperature gradient applied along a direction normal 
to the liquid crystal coated surface. However, the hue values 
between 130 and 160 provided a successful temperature cali­
bration for the highest temperature liquid crystal. 

High Resolution Heat Transfer Maps at the Bottom Surface 
of the Transition Duct. The experiment with an initally heated 
test section, T, = 55.7°C, was started by suddenly connecting 
the test section to a large vacuum reservoir providing contin­
uous steady flow at Tox = 28.6°C. The heat flow direction 
was from the wall to the free stream. The highest temperature 
liquid crystal responded between t = 3.38 and / = 6.25 seconds 
as shown in Fig. 7. The figure presents only eight of the 97 
available video images and the associated quantitative heat 
transfer islands. The centerline of the duct is shown with a 
solid line in the figure. 

Since hue determination at low intensity values is not a stable 
process (Berns, 1989), any hue value having an associated 
intensity value of 50 or less was discarded during the data 
reduction. Each pixel staying within the hue range between 
140 and 150 was marked and its pixel coordinate was written 
into a computer file. A hue range 10 units wide corresponded 
to an approximate temperature interval of 0.31 °C of the high­
est temperature crystal. The pixels marked with the criteria 
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Fig. 8 Heat transfer map at the bottom surface of the transition duct 

described above were also presented on the left-hand side of 
each color image. The temperature of each individual pixel 
was deduced from the calibration information shown in Fig. 
6(a). The convective heat transfer coefficient was obtained by 
using the transient technique described in a previous section. 

When the fast valve opened, the image from the bottom 
surface was completely dominated by black. The appearance 
of the first dark blue color was within the first second. The 
dark blue color was dominant almost uniformly all over the 
bottom surface. Blue content of the liquid crystal color did 
not change for a long period between t = 0.0 and t = 3.30 
seconds due to a negligible hue-temperature slope around 49°C. 
The colors in this band could approximately be described by 
greenish-blue as shown for the image taken ait = 3.38 seconds 
in Fig. 7. This specific color band corresponded to the local 
temperatures between 48.25 and 48.56°C. The calculated heat 
transfer coefficient limits for the specific hue range at t = 
3.38 s were between 99 and 94 W/m2K. The specific heat 
transfer coefficient island shown at t = 3.38 s corresponded 
to the coldest zone of the duct bottom surface. This island 
generated the highest heat transfer coefficient. As the time 
passed, the cold front (48.25-48.56°C) diffused more into the 
inlet section of the duct. At t = 3.43 and t = 3.56 seconds 
the spread of the cold front was not very distinct due to small 
time steps on the order of 50 and 130 milliseconds. At t = 
3.66 seconds, the cold front was no longer in the shape of a 
single closed island. The cold front was more diffused in a 
form that complemented the island representing the previous 
heat transfer distribution for t = 3.38 s. Besides this island, 
marked (X), a narrow band of the same cold front (Y) was 
apparent close to the upper right corner of the image. The 
images for t = 3.66, 3.88, and 4.22 seconds show the temporal 
growth of the islands marked as (X) and (Y). During this 
period, the region (Y) did not significantly alter its shape. 
However, (X) started to grow more into the inlet section of 
the duct. Regions (X) and (Y) gradually merged into each 
other at t = 4.22. Furthermore, the left-hand edge of the island 
(X) extended itself up to the square inlet section of the duct. 
The frames captured at t = 4.55 and 5/32 seconds showed the 
movement of the island (X) farther into the square inlet section. 
Gradual transition into smaller heat transfer coefficient islands 
with increasing time continued as shown in the image for t = 
5.32 seconds. Islands (XI) and (X2) gradually reduced their 
areas as time passed. At t = 6.25 seconds, the island (X2) 
became a relatively small region near the symmetry line of the 
duct. The data density of useful heat transfer information from 
the highest temperature crystal was extremely high. A further 
combined presentation of data is shown in Fig. 8. As far as 
the h bandwidths are concerned, the corresponding heat trans­
fer coefficient islands were distinctly marked without any sig­
nificant overlapping. The blank areas that were not filled with 

symbols also automatically generated extra heat transfer coef­
ficient islands between the marked areas. 

As a general result, the highest convective heat transfer coef­
ficients were observed near the exit section of the bottom 
surface. This area corresponded to a flow zone where the duct 
width was maximum in the horizontal plane and minimum in 
the vertical plane. The highest heat transfer coefficients ap­
peared in an area where there was strong mainstream accel­
eration of the curved bottom surface. The entrance section of 
the duct resulted in the lowest level of convective heat transfer 
activity. As is shown in the images of t = 5.32, 5.72, and 6.25 
seconds, the lowest heat transfer islands were organized along 
the first third of the duct length around the symmetry line, 
(XI and XI). The flow and its corresponding convective heat 
transfer activity were symmetric in the transition duct. The 
corner flow regions near the curved duct boundary shown in 
Fig. 7 experienced minimal convective heat transfer coeffi­
cients. 

Uncertainty Analysis 
Typical uncertainties from the technique introduced, at bet­

ter than 90 percent confidence level, are estimated as: 

&(T0<X- Ti)/(Toa,- Ti) = T 1.5 percent 
5(T„- Tj)/(TW- T,)= =F 1.0 percent 
8((pcpk)W2)/(pcpk)l/2= T5.0 percent 8t/t= =F 1.5 percent 
The uncertainty of heat transfer coefficient can be obtained 
from the combination of the listed errors (Kline and Mc-
Clintock, 1953). The uncertainty of the nondimensional tem­
perature 6 = (T„ - Ti)/(T0a, - Ti) can be calculated as (50/ 
0 = 1.80 percent). The uncertainty of the nondimensional time 
j8 is based on Eq. (1)(5,8/,Q = (1/0)(W50)(50) = 2.74 percent). 
The combination rule results in final uncertainty estimate: 

dh/h= {[(&(pcpk)y2/(pcpk)i/2]2+ [5t/t]2 

+ [5j8/l8]2)1/2= 5.89 percent 

Conclusions 
A recently developed digital image processing based real­

time color capturing method was implemented to obtain con­
vective heat transfer coefficients from liquid crystal coated 
surfaces in a transition duct with a complex geometry. The 
method, previously validated for simple geometries and line 
distributions, was successfully implemented on curved sur­
faces. 

A real-time hue capturing technique was employed in a tran­
sient heat transfer experiment. 

The high spatial resolution of the present transient method 
with pixel by pixel processing capability is also applicable in 
unsteady heat transfer research for wall temperature fluctua­
tion levels having a typical frequency of less than 60 Hz. 

A repeatable hue versus temperature calibration process for 
the crystal mixture provided an accurate heat transfer tool with 
an estimated uncertainly of =F 5.9 percent on convective heat 
transfer coefficient. 

A complete heat transfer mapping of the bottom surface 
was possible with excellent spatial resolution, using only seven 
liquid crystal image frames out of 97 available from the passage 
of the highest temperature crystal colors. 

An approximately three second long color passage period 
from a single crystal was adequate for the complete mapping 
effort. The reduced data as convective heat transfer coefficient 
islands on the surface were presented with their associated 
natural color image captured for each specific time. Consis­
tency and repeatability of the method in terms of marking the 
pixels within a predetermined narrow temperature band were 
proven. 
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The highest convective heat transfer coefficients were in­
duced near the exit section of the bottom surface, occupying 
a central region having one third of the duct length as a char­
acteristic length. This area corresponded to a flow zone where 
the duct width was maximum in the horizontal plane and 
minimum in the vertical plane. This zone of the bottom wall 
was exposed to a flow with significant mainstream acceleration. 
The lowest level of convective heat transfer was observed near 
the entrance section of the duct along the first one third of 
the duct length around the symmetry line. There was also a 
second zone with relatively low convective heating activity near 
the upper curved boundary (XI, t = 6.25 second). The corner 
flow region experienced minimal convective heat transfer coef­
ficient levels. 

References 
Baughn, J. W., Ireland, P. T., Jones, T. V., and Saniei, N., 1988, "A 

Comparison of the Transient and Heated Coating Methods for the Measurement 
of Local Heat Transfer Coefficients on a Pin Fin," ASME Paper No. 88-GT-
180. 

Berns, R. S., 1989, "Colorimetry for Electronic Imaging Devices," Tutorial 
Short Course Notes (T60), Center for Imaging Science/Rochester Institute of 
Technology, The International Society for Optical Engineering, OE/LASE '89. 

Buiko, A. S., and Tsykalo, A. L., 1980, "Color Thermography of Liquid 
Crystals in Diagnosis of Neoplasms of Eye and Eye Socket, "Advances in Liquid 
Crystal Research and Applications, Vol. 2, L. Bata, ed., Pergamon Press, Ox­
ford, pp. 1301-1304. 

Bunker, R. S., Metzger, D. E., and Wittig, S., 1992, "Local Heat Transfer 
in Turbine Disk Cavities. Part I: Rotor and Stator Cooling With Hub Injection 
of Coolant," ASME Journal of Turbomachinery, Vol. 114, pp. 211-220. 

Camci, C , Kim, K., and Hippensteele, S. A., 1992, "A New Hue Capturing 
Technique for the Quantitative Interpretation of Liquid Crystal Images Used 
in Convective Heat Transfer Studies," ASME Journal of Turbomachinery, Vol. 
114, pp. 512-518. 

Camci, C , Kim, K., and Hippensteele, S. A., 1993, "An Image Processing 
Based Liquid Crystal Technique Using a New Hue Capturing Method for Con­
vective Heat Transfer Studies," NASA Technical Memorandum, to be pub­
lished. 

Cooper, T. E., Field, R. J., and Meyer, J. F., 1975, "Liquid Crystal Ther­
mography and Its Application to the Study of Convective Heat Transfer,' 'ASME 
JOURNAL OF HEAT TRANSFER, Vol. 97, pp. 442-450. 

Fergason, J. L., 1964, "Liquid Crystals," Scientific American, Vol. 211, No. 
2, pp. 76-85. 

Fergason, J. L., 1968, "Liquid Crystals in Nondestructive Testing," Applied 
Optics, Vol. 7, No. 9, pp. 1729-1737. 

Herald, W., and Wiegel, D., 1980, "Problems of the Photographic Docu­
mentation of Liquid Crystalline Thermographs," Advances in Liquid Crystal 
Research and Applications, Vol. 2, L. Bata, ed., Pergamon Press, Oxford, pp. 
1255-1259. 

Hippensteele, S. A., Russell, L. M., and Stepka, F. S., 1983, "Evaluation of 
a Method for Heat Transfer Measurements and Thermal Visualization Using a 
Composite of a Heater Element and Liquid Crystals," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 105, pp. 184-189. 

Hippensteele, S. A., Russell, L. M., and Torres, F. J., 1985, "Local Heat 
Transfer Measurements on a Large Scale-Model Turbine Blade Airfoil Using a 
Composite of a Heater Element and Liquid-Crystals," ASME Journal of En­
gineering for Gas Turbines and Power, Vol. 107, pp. 953-960. 

Hippensteele, S. A., Russell, L. M., and Torres, F. J., 1987, "Use of a Liquid-
Crystal, Heater-Element Composite for Quantitative, High-Resolution Heat 
Transfer Coefficients on a Turbine Airfoil, Including Turbulence and Surface 
Roughness Effects," NASA TM 87355. 

Hirsch, C , 1987, "Aufbau und Inbetriebnahrrie eines Versuchsstandes zur 
instationaren Warmeiibergangsmessung an rotierenden Scheiben bei erzwun-
gener Konvektion und Prallkuhlung unter Nutzung thermochromer Fliissigkri-
stalle als Temperaturindikatoren," Diplomarbeit No. 302, Institut Kir Thermische 
Stromungsmaschinen, Universitat Karlsruhe, Germany. 

Hollingsworth, D. K., Boehman, A. L., Smith, E. G., and Moffat, R. J., 
1989, "Measurement of Temperature and Heat Transfer Coefficient Distribution 
in a Complex Flow Using Liquid Crystal Thermography and True-Color Image 
Processing," Collected Papers in Heat Transfer, ASME HTD-Vol. 123, pp. 35-
42. 

Holmes, B. J., and Gall, P. D., 1986, "Liquid Crystals for High Altitude in 
Flight Boundary Layer Flow Visualization," presented at the AIAA General 
Aviation Technology Conference, AIAA Paper No. 86-2592. 

Holmes, B. J., and Obara, C. J., 1987, "Advances in Flow Visualization 
Using Liquid Crystal Coating," presented at the SAE General Aviation Aircraft 
Meeting, Wichita, SAE Paper No. 87-1017. 

Ireland, P. T., and Jones, T. V., 1985, "The Measurement of Local Heat 
Transfer Coefficients in Blade Cooling Geometries," AGARD Conference Pro­
ceedings on Heat Transfer and Cooling, CP 390 Paper 28, Bergen, Norway. 

Ireland, P. T., and Jones T. V., 1987, "The Response Time of a Surface 
Thermometer Employing Encapsulated Thermochromic Liquid Crystals," J. 
Phys. E: Sci. Instrum., Vol. 20. 

Jones, T. V., and Hippensteele, S. A., 1985, "High-Resolution Heat Transfer-
Coefficient Maps Applicable to Compound-Curve Surfaces Using Liquid Crys­
tals in a Transient Wind Tunnel," Developments in Experimental Techniques 
in Heat Transfer and Combustion, ASME HTD-Vol. 71. 

Jones, T. V., and Hippensteele, S. A., 1988, "High-Resolution Heat Transfer-
Coefficient Maps Applicable to Compound-Curve Surfaces Using Liquid Crys­
tals in a Transient Wind Tunnel," NASA TM 89855. 

Jones, T. V., Ireland, P. T., and Wang, Z., 1992, "Liquid Crystal Tech­
niques," Keynote paper, Proceedings of the International Symposium on Heat 
Transfer in Turbomachinery, Athens, Greece, Aug. 24-28, 1992. 

Kim, K., 1991, "A New Hue Capturing Technique for the Quantitative Inter­
pretation of Liquid Crystal Images Used in Convective Heat Transfer Studies," 
Ph.D. Thesis, The Pennsylvania State University, Aerospace Engineering De­
partment. 

Klein, E. J., and Margozzi, A. P., 1970, Review of Scientific Instruments, 
Vol. 44, pp. 238-243. 

Kline, S. J., and McClintock, F. A., 1953, "Describing Uncertainties in Single 
Sample Experiments," Mechanical Engineering, Vol. 75, Jan., pp. 3-8. 

Kuzniers, J., Drzymala, A., Grossman, B., and Lipinski, A., 1980, "The 
Application of Liquid-Crystalline Temperature Indicators to Medical Diagno­
sis," Advances in Liquid Crystal Research and Applications, Vol. 2, L. Bata, 
ed., Pergamon Press, Oxford, pp. 1277-1281. 

Moffat, R. J., 1990, "Experimental Heat Transfer," Heat Transfer 1990, 
Proceedings of the Ninth International Heat Transfer Conference, Keynote 
Paper 11, G. Hetsroni, ed., pp. 187-204. 

Parsley, M., 1991, "The Use of the Thermochromic Liquid Crystals in Re­
search Applications, Thermal Mapping and Nondestructive Testing," Seventh 
IEEE SEMI-THERM Symposium, pp. 53-58. 

Simonich, J. C , and Moffat, R. J., 1984, "Liquid Crystal Visualization of 
Surface Heat Transfer on a Concavely Curved Turbulent Boundary Layer," 
ASME Journal of Engineering for Gas Turbines and Power, Vol. 106, pp. 619-
627. 

Wang, Z., Ireland, P. T., and Jones, T. V., 1990, "A Technique for Measuring 
Convective Heat-Transfer at Rough Surfaces," ASME Paper No. 90-GT-3O0. 

Zharkova, G. M., Khachaturyan, V. M., Vostokov, L. A., and Alekseev, M. 
M., 1980, "Study of Liquid Thermoindicators,"y4dy««c« in Liquid Crystal 
Research and Applications, Vol. 2, L. Bata, ed., Pergamon Press, Oxford, pp. 
1221-1239. 

318/Vol . 115, MAY 1993 Transactions of the ASME 

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



J. von Wolfersdorf 

R. Hoecker 

T. Sattelmayer 

ABB-Corporate Research Center, 
Baden, Switzerland 

A Hybrid Transient Step-Heating 
Heat Transfer Measurement 
Technique Using Heater Foils and 
Liquid-Crystal Thermography 

A transient heat transfer technique using a heating foil and liquid crystals is described. 
The basic idea is a step-heating technique, eliminating the local heat flux and the 
surface temperature during the data reduction, Nonuniformities in the heating pat­
tern are allowed and calibration of the liquid crystals is no longer necessary. They 
are used as an indicator of an isotherm only. The heat transfer coefficient is deduced 
from two time measurements. The laminar and turbulent boundary layer flows over 
a flat plate were tested to verify the applicability and accuracy of the method. 

Introduction 
Advanced cooling techniques in gas turbines are required to 

improve engine cycle performance by significantly increasing 
turbine inlet temperatures. Therefore, new and improved heat 
transfer measurement techniques with the capability of full 
surface heat transfer determination are required. 

Transient heat transfer measurement techniques using liquid 
crystals, thermal paints, or melting point coatings are well 
known to be successful in high-resolution measurements on 
surfaces with complex shapes and film cooling geometries (Ire­
land and Jones, 1985; Clifford et al., 1983; Metzger and Lar­
son, 1986; Jones and Hippensteele, 1988; Baughn et al., 1989; 
Blair et al., 1991; Vedula and Metzger, 1991). 

If the model is of low thermal conductivity and the meas­
urements are made in a short period of time, the model may 
be considered to be one dimensional and semi-infinite. This 
implies that the penetration depth of heat into the model is 
small compared to the model wall thickness. Usually, transient 
heat transfer techniques use an initial temperature difference 
between the flow and the model. Two possible methods are: 

9 Model initially at room temperature and the gas preheated 
(Ireland and Jones, 1985). 

9 Model preheated with a hot-air blower or by an external 
water jacket and the flow at room temperature (Jones and 
Hippensteele, 1988). 

The model undergoes transient heating or cooling during the 
test. Under the assumptions of constant heat transfer coeffi­
cient as well as constant gas temperature with time and known 
model wall properties, the measurement of the wall temper­
ature at a certain time enables the heat transfer coefficient to 
be found from the solution of the one-dimensional, transient 
heat conduction equation with the convection boundary con­
dition if the gas and initial temperatures are also known (Car-
slaw and Jaeger, 1959, p. 72): 

5 ^ = l - ^ e r f c f e £ TG-T0 \Jk (1) 

with 

k=\pcp. 

After calibrating the liquid crystals, the temperature ratio on 
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revision received October 1992. Keywords: Measurement Techniques, Transient 
and Unsteady Heat Transfer. Associate Technical Editor: J. M. McEIigot. 

the left-hand side of Eq. (1) is known. Using the measured 
temperature and time data pair at observed positions, heat 
transfer coefficients can be calculated from Eq. (1). 

Liquid crystals are also used in steady-state experiments. 
The model walls are covered by thin electrically heated foils 
such as composite heater elements (Hippensteele et al., 1985), 
gold-coated plastic sheets (Baughn et al., 1985), or metal foils 
(Graziani et al., 1980). 

In the case of a test flow at room temperature, a heater foil 
(heater input Q) produces the desired temperature difference 
for a transient test. An analogous solution of the one-dimen­
sional, transient heat conduction equation with q = Q/A can 
be derived (see following chapter for details): 

a ( / /— 

e k erfc 
-+TG 

•sfk 
(2) 

When the initial model temperature is equal to flow temper­
ature (T0 = TG) Eq. (2) is reduced to: 

Tw— Tn 
1 

a'-t 

erfc 
ce\t 

4k (3) 

After the measurement of the surface temperature at a certain 
time the heat transfer coefficient can be determined from the 
measured heater input. In this case it must be assumed that 
the heat dissipation in the foil is uniform over the entire surface, 
which may be hard to achieve in some cases. Possible errors 
are caused by nonuniformities in the resistance due to non­
uniform heater thickness or temperature dependencies. 

Metallic coatings can be applied instead of electrical heater 
sheets glued on the model surface. By using such a coating for 
complex geometries, nonuniformities in thickness are proba­
ble. Furthermore, some investigations show (Tarasuk and Cas­
tle, 1983) that the electrical power dissipation in a heated wide 
metallic foil of uniform thickness can be of the order of 30 
percent higher near the center of the foil than near the foil 
edge. 

Step-Heating Technique 
Transient methods using step-heating techniques are known 

for measuring thermal transport properties of various materials 
(Bittle and Taylor, 1984; Rooke and Taylor, 1988). Most deal 
with a constant heat flux as a boundary condition for the heated 
surface. 
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An improved step-heating technique, which eliminates the 
local heat flux as well as the local surface temperature in the 
data reduction procedure, is given as follows: The model is 
assumed to be isotropic and covered with a surface heater of 
negligible thickness. Initially, the model has the same tem­
perature as the test flow. At t = 0 the foil is heated with a 
predetermined power input. At each position on the model a 
local heat flux q is dissipated in the foil. The time-dependent 
pattern of isothermal contours on the model is monitored using 
a surface coated with thermochromic liquid crystals (TLC). 
The delay time t\ from the start of the experiment taken for 
each position to reach a chosen temperature (color) is meas­
ured. After a period of time tu, the power input is switched to 
a lower value, leading to a heat flux eq with 0 < e < 1. Now 
the isotherms move across the surface in the opposite direction. 
For each position the previous evaluated isotherm appears a 
second time at the delay time t2. The governing equation is the 
heat conduction equation: 

pcP 

bT , d2T 

dt by2 Q<y<oo 

with the initial condition: 

(4) 

(5) T(y, t = 0) = T0 

and the boundary conditions: 

dT(y = 0, t) 
- X " , = q-a(Tw-TG) Q<t<tu (6) 

ay 
dT(y = 0, t) 

_X = tq~a(Tw-TG) t„<t. (7) 
ay 

The equation may be solved to give the surface temperature 
with To = TG as (Carslaw and Jaeger, 1959, p. 74): 

off 

erfc 
4~k 

0<t<t (8) 

a'-t 

erfc 
4k 

<*z«-tu) 

+ ( l - e ) e erfc 
4k 

t»<t. (9) 

Measuring the times t\ and t2 with 0 < tx < tu < t2 for an 
isotherm yields Tw(tt) = Tw(t2) and therefore: 

a i{ . . a~i2 

l-e k erfc 
4k -e-e erfc 

(a4T2\ 
\yfk) 

^ ( ' 2 - ' « ) 

+ ( l - e ) e erfc <4h 
4k 

a =200 W/(m*2*K) 

liquid crystal 
-event temp. 

=250 W/(m*2*K) 

50 60 
time (sec.) 

Fig. 1 
= 6000 

Temperature histories for step-heating technique (f„ 
W/m2, r0 = 20°C, e = 0.55, plexiglass) 

30 s, q 

For the calculation of the heat transfer coefficient only the 
two times tx and t2 are required in addition to the heating ratio 
e and the switchover time tu. No information on the local heat 
flux at each position or the local surface temperature is nec­
essary. In this case there is no need for a complicated cali­
bration method for the liquid crystals (Akino et al., 1989). 

In Fig. 1 temperature histories, using Eqs. (8) and (9) for 
two different heat transfer coefficients, are given. The time 
pairs tla, t2a, and t\b, t2b are sufficient to obtain the heat transfer 
coefficients. 

Influence of Heat Storage and Lateral Heat Conduction 
Effects 

It is known from steady-state experiments using electrically 
heated foils that heat losses caused by lateral heat conduction 
occur, especially in the metallic foil (Baughn et al., 1985; Gra-
ziani et al., 1980). Using the described transient method, heat 
storage effects in the surface layers of the model must also be 
taken into account. For simplicity radiation effects are omitted 
in this discussion. 

Figure 2 shows a sketch of the heat fluxes in the layers of 
TLC with paint, the heater foil and the glue. Compared to the 
plexiglas the temperature differences in the top three layers in 
the y direction are very small. Therefore, the vertical temper­
ature gradient in these three layers are neglected.The heat flux 
qi into the model is obtained from the heat balance by (q = 
edy2): 

q i dx = e dxdy2 -q2dx- -p-^-dx+(qu- <lL2)dy2 (11) 

with 

(3 = (pcp)ldyl+(pcp)2dy2+ (pc„)3dy3. 

HO) The heat loss caused by lateral heat conduction can be ex­
pressed by (Ai, A3 « A2): 

A = 

cf = 
CP = 

e -
m = 

Nu = 
Pr = 

Q = 

Q = 
Re = 

heat transfer surface area 
skin friction coefficient 
specific heat of the wall mate­
rial 
volumetric heat rate 
mass flow rate 
Nusselt number 
Prandtl number 
local surface heat flux 
electrical power input 
Reynolds number 

t --
t„ ~-
T --
u -
x -
y --
a -
A = 
€ = 

A = 

= time 
= switchover time 
= temperature 
= free-stream velocity 
= streamwise coordinate 
= vertical coordinate 
= heat transfer coefficient 
= difference 
= heating ratio 
= thermal conductivity of the 

wall material 

p = density of the wall material 

Subscripts 

0 
/ 
G 

i 

L 
W 
X 

= 
= 
= 
= 
= 
= 
= 

initial state 
fluid 
gas 
index of streamwise stations 
losses 
wall 
quantities evaluated at stream 
wise positions 
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, q 2 = a ( T w - T G ) 

x>(pcp). i « m i i m i 
\ (pCp). 

X3 (pCp)3 

dy, TLC+Paint 

dH Heater foil 

^ 3 Glue 

Model (Plexiglas) 

approximated 
temperature profde „a &• ^ 

Fig. 2 Thermal model of the surface layers 

Aq = dy2=~X2 

ax ax2 dy2. (12) 

It is assumed that the heat loss is almost constant with time 
for the heating as well as the cooling period. The following 
boundary conditions can be formulated: 

dT{y = Q, t) dTw _ ^ = g-a(T W-TG)-p —TT -<±Qi 
dy at 

0<t<tu (13) 

dy dt 

tu<t. (14) 

The solution of Eq. (4) with these boundary conditions for the 
surface temperature 7V is found by taking Laplace transforms 
(7u = To): 

Tw- Tp /V2' erfc(Ayft) J^' erfc(flVf)\ 
a q-Aq,~ + a \ VA(A-B) pB(A-B) ) 

0<t<tu (15) 

Tfy-To _ /V2' erfcjA-ft) _eBh erfc(^V?)\ 
01 q-Aql~

€ + a[ PA(A-B) fiB(A-B)) 

+ (e-l)a 
Y (,-'»' erfc^VT1^) 

PA(A-B) 

e 5 2 ' " ' " ' e r fcCSVT^) 
m(A-B) 

t„<t (16) 

with 

and 

\pcp 

B 
2/3 

1 - 1 -
4a|3 
Xpc„ 

After measuring the time pair t\, t2 with Tw(t\) = Tw(t2) and 
eliminating the left-hand sides of Eqs. (15) and (16), we obtain 
a similar equation to Eq. (10) for the determination of the heat 
transfer coefficient a. 

The influence of the lateral heat conduction is incorporated 
by using: 

q-Aqi 
(17) 

e - e 

0.8 

0.6 

0.4 

0.2 

11 
1 \ 
1 \ Aq/q 

1 \ V ^ ^ ^ .0.05 
\ \ \ ^ ^ , 0 . 0 2 

\ ^ ^ _ 
0.0 0.2 0.4 

Fig. 3 Relative error for heating ratio 

0.6 0.8 1.0 
e 

For negligible lateral heat conduction losses (Aqu Aq2 —• 0), 
the former heating ratio e is obtained for e. The influence of 
lateral heat conduction is estimated by the investigation of two 
limiting cases. Firstly, it is assumed that the heat loss is pro­
portional to the dissipated heat: 

Aq~q. 

In this case Aq2 = eAqi and therefore e = e. 
Secondly, if tx — tu and t2 — tu, the heat losses are: 

Aq{=Aq2 = Aq 

and the following condition for e is derived: 

Aq 

1 - ^ 
Q 

(18) 

For heat losses of the order of 0.02-0.1, which are realistic 
for steady-state experiments (Baughn et al., 1985), the relative 
error of e is shown in Fig. 3. If e > 0.5 this error is always 
less than the heat conduction loss error. For this reason, the 
experiments were only carried out in this range of e. 

In the case of rapid spatial variations of the heat transfer 
coefficients, lateral conduction smooths the surface temper­
ature distribution and therefore the evaluated heat transfer 
coefficients. Numerical investigations using two-dimensional 
finite element computations showed that the influence of lat­
eral conduction does not exceed that obtained in steady-state 
experiments. To overcome the difficulties in the case of large 
gradient changes of the wall temperature, very thin coatings, 
as well as very low conductive materials, have to be applied 
on the model surface to minimize the lateral heat conduction 
(see Eq. (12)). One method to achieve this would be to employ 
vapor or chemical deposition of conductive materials. In this 
case, coatings with a thickness of a few Angstroms can be 
achieved (Simonich and Moffat, 1984). 

In the form given above, the heat transfer coefficients are 
based on the mixed mean inlet temperature (TG = T$). For 
internal flows, the heat transfer coefficients should be based 
instead on local mixed mean temperatures. The way to re­
evaluating the heat transfer coefficients is given by Metzger 
and Larson (1986) using an energy balance in the streanrwise 
direction: 

a = a.x/\ 1 
1 

Y, ot/A 
mcpf f~{ 

(19) 

where a-, is the local heat transfer coefficient based on the 
mixed mean inlet temperature, the bar denotes averaged values, 
and the index i denotes measurement locations in the stream-
wise direction. 
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Fig. 4 Schematic drawing of experimental apparatus 

Experimental Setup 
As a well-documented test case, the flow over a flat plate 

was chosen to verify the proposed technique. 
The experiments were carried out in an open wind tunnel. 

Since the proposed method needs a constant free-stream tem­
perature, an air cooler was installed between the fan and the 
settling chamber. A constant free-stream temperature of 21 ± 
0.3 °C in the test section could be achieved. The test section 
has a cross-section of 90 mm x 90 mm and a total length of 
600 mm. The plate (500 mm long and 10 mm thick) was mounted 
approximately two channel widths downstream of the square 
inlet nozzle in the middle of the test section. Velocity profiles 
could be measured at various locations along the centerline of 
the tunnel perpendicular to the plate (Fig. 4). 

In order to obtain good optical access and low thermal 
conductivity, both the test section and the flat plate were made 
of plexiglass. The entire surface of the plate was covered with 
a thin Nichrome foil of 25 ftm thickness. A precisely machined 
foil with uniform thickness and constant width was employed 
for reasons of verification in steady-state experiments. How­
ever, a uniform thickness (uniform heat dissipation) is not 
necessary for the transient method. At the trailing edge of the 
plate two copper bars are used for proper distribution of the 
power into the foil in the span wise direction. 

For better visibility of the TLC colors, the metal foil was 
sprayed with black paint before the liquid crystals were applied 
to the surface. In all cases narrow bandwidth liquid crystals 
(38.1°C. . .40.3°C) were employed. During the tests the color 
changes on the surface were observed and recorded by a com­
mercial video camera and recorder. 

Velocity profiles were measured by means of pitot and hot­
wire probes to check the flow quality and to obtain skin friction 
factors from these profiles, which could be compared with the 
results from the heat transfer measurements using Colburn's 
analogy (Colburn, 1933). 

During the heat transfer measurements, the timing of the 
heater input was controlled by a computer, which switched the 
heating power and recorded additional data such as plenum 
chamber pressure and temperature, mass flow, free-stream 
temperature, initial model temperature, and the voltage and 
current applied to the heater foil. Additionally, the time and 
the values of current and voltage were displayed in the video 
image to synchronize the evaluated data. 

The experiments described above were carried out twice us­
ing plates with two different leading edges. The first one, with 
an elliptic shaped leading edge, was employed to obtain a 
laminar boundary layer with a subsequent transition zone and 
a turbulent boundary layer farther downstream. The other one, 

\ ° " * 

\ 

® heat transfer measurements (turbulent) 
O heat transfer measurements (laminar) 

Equation (22) 
Equation (23) 

o skin friction measurements (turbulent) 

m 

a 
* M 

D Or, 
O 

6 

0 ° 

o.o o.i 0.2 m x 0.3 

Fig. 5 Heat transfer distributions along the test plate 

with a blunt leading edge, caused a separation bubble, a reat­
tachment area, and a fully turbulent boundary layer. 

Both flow types were checked by the measurement of the 
velocity profiles as well as by the liquid crystal method. Com­
pared to the information derived from the velocity profile 
measurements, that from the liquid crystal thermography is 
easier to understand and results are faster to obtain, especially 
in cases of two-dimensional flows. 

Results and Discussion 
The experimental results from the liquid crystal measure­

ments at an upstream velocity of about 40 m/s are shown in 
Fig. 5 for both flows. Additionally, Fig. 5 includes values 
obtained from velocity profile measurements using Colburn's 
analogy: 

a = —- Re»Pr 
2 

1/3 ^V 

X ' 
(20) 

The wall skin friction coefficients for the turbulent case were 
inferred by fitting the velocity profile data in the near-wall 
region to the law-of-the-wall with K = 0.41 and C = 5.1: 

M
+ = i l = l l n ^ + C = - l n ^ + + C . (21) 

UT K V K 

The measured data are compared to the analytical solutions 
for laminar boundary layers with uniform heat flux (Kays and 
Crawford, 1980, p. 151): 

a = 0.453ReS'5Pr1/3^. 
x 

(22) 
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Fig. 6 Heat transfer contours on the test plate (turbulent) 

as well as to turbulent boundary layers with uniform heat flux 
(Kays and Crawford, 1980, p. 217): 

a = 0.03 Re?-8Pr°'6: (23) 

The measured heat transfer data of both cases agree very well 
with the analytical solutions. 

In the first case the centerline transition region is located 
between positions X\ = 0.2 m and Xi = 0.27 m downstream 
of the leading edge, corresponding to Reynolds numbers Rei 
= 5 X 105 and Re2 = 7 x 105, respectively. The measured 
free-stream turbulence level was less than 1 percent. Further 
downstream, the measured data indicate that the boundary 
layer has become fully turbulent. 

The experimental results of the flat plate with blunt leading 
edge show a slight disagreement with the correlation in the 
first part of the plate. As mentioned above, in the case of the 
blunt plate, the flow separates at the leading edge and reat­
taches farther downstream. The distribution of the heat trans­
fer coefficient shown in Fig. 5 is well known for this case of 
separated and reattached flow over a blunt flat plate (Ota and 
Kon, 1974,1979). Near the reattachment point the heat transfer 
reaches its maximum and a turbulent boundary layer develops 
subsequently. 

So far, the discussion has referred to centerline data, but 
the great advantage of the liquid crystal method is to produce 
two-dimensional data. Examples are given in Figs. 6 and 7, 
where heat transfer contours for both investigated cases are 
shown. Note that only one half of each plate is plotted due to 
the symmetric setup. Since the test section is of finite width, 
the influence of the side walls on the heat transfer can be seen 
clearly. It turns out that the heat transfer decreases toward the 
side walls. 

In contrast to the fully turbulent case, the laminar boundary 
layer flow is much more interesting. In principal, for a flow 
over a plate of finite width, two different types of transition 
are possible. As shown by Elder (1960), the free-stream tur­
bulence influences the transition. For a low turbulence level 
the transition regions from both side walls will have overlapped 
before normal transition occurs. Thus, the transition zone is 
cone shaped. With increasing turbulence level the normal tran­
sition region moves upstream and both types of transition are 
present. In this case the transition zone will have a trapezoidal 
shape. In our case, as Fig. 7 shows, both regions are approx­
imately at the same location. 

Accuracy 
The great advantage of our novel method is that only the 

heat flux ratio e and different time intervals A/,- have to be 
measured. Since the electrical power input applied to the heater 
foil can be measured very precisely, the error of e is less than 
1 percent. The recording of the liquid crystal colors is limited 
to the video frequency of 50 Hz or 25 Hz for a full frame, 
respectively. Therefore, the lower limit of the absolute error 
of the time measurement is fixed to 0.04 seconds. This is much 
larger than the response time of the used TLC, for which 

Fig. 7 Heat transfer contours on the test plate (laminar) 

Ireland and Jones (1987) measured a time delay of 3 ms. In 
our cases, the shortest measured time interval was approxi­
mately one second, yielding a relative error in time of 4 percent. 

The resulting overall error of 5 percent can be taken as the 
uppermost limit and can be decreased easily by redesigning the 
experiments and measuring longer time periods. This may be 
achieved by choosing liquid crystals with another temperature 
range and a suitable heat flux ratio. 

Conclusions 
The transient technique described has proved to be a very 

successful method for the measurement and visualization of 
heat transfer distributions. The basic tests on laminar as well 
as turbulent boundary layer flows showed good agreement with 
the analytical solutions. Only time measurements are required 
to evaluate heat transfer coefficients. The local surface heat 
flux and the surface temperature are eliminated during the 
data reduction. Nonuniform heating caused by nonuniform 
thickness of the heated material is allowed. This is important 
particularly for the use of coatings of very thin metallic ma­
terials on complex model shapes, where such nonuniformities 
are probable. Since the surface temperature is not required for 
the determination of the heat transfer coefficients, calibration 
of the liquid crystals is avoided. 

It should be noted that this technique is not limited to liquid 
crystals but may be used also with any other surface temper­
ature measurement technique. Furthermore, redundancy in­
formation can be obtained by applying more than one heat 
step. This may be the subject of future work. Additionally, 
the same experimental setup can be used for both transient 
and steady-state measurements. 
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Potential Systematic Errors in 
Droplet Temperatures Obtained by 
Fluorescence Methods 
Fluorescence methods have been used to measure droplet temperatures. In this work, 
a light scattering model is combined with a simplified heat transfer model in order 
to identify systematic errors that may be present in the inferred temperatures. Design 
of experiments that minimize these systematic errors is discussed. 

1 Introduction 
When liquid fuel is injected into a hot gas environment, heat 

is transferred to the fuel droplets. The temperature of an in­
dividual droplet is a key parameter in estimation of the heat 
and mass transfer rates as well as for prediction of the lifetime 
of the droplet. Recently droplet temperatures have been meas­
ured by two fluorescence methods, the exciplex (two-band) 
fluorescence method (Wells and Melton, 1990; Hanlon and 
Melton, 1992) and the one-band fluorescence method (Zhang, 
1991). This work seeks to understand more clearly the limi­
tations of these fluorescence thermometry methods. 

In particular, the present work is motivated by a desire to 
understand the results obtained for falling 283-^m hexadecane 
droplets (Hanlon and Melton, 1992). In that experiment room 
temperature hexadecane droplets, which had been doped with 
an exciplex fluorescence thermometer (EFT), were allowed to 
fall into heated nitrogen. The droplets were irradiated with a 
laser and the resulting fluorescence was collected at 90 deg, 
focused onto the entrance slit of a monochromator, and dis­
persed onto a linear optical multichannel analyzer. The entire 
fluorescence spectrum could be obtained from a single droplet. 
The excitation and detection optics were fixed, but the droplet 
generator/fall tube could be raised and lowered; thus, they 
were able to obtain EFT data as a function of fall distance 
(time) in the heated zone. The inferred temperatures as a func­
tion of fall distance rose gently to about 40 deg, showed an 
abrupt rise of approximately 100 deg, and then rose gently. 
The reproducible, but anomalous, abrupt rise in the inferred 
temperatures spurred this work. 

A simplified heat transfer model along with a light scattering 
model developed by Zhang et al. (1992) has been used to 
identify and analyze the potential systematic errors that may 
arise in such experiments. In this work, three major sources 
of systematic error have been identified. These effects appear 
when (1) the droplets are in the transient heating region, i.e., 
for droplets with significant temperature gradients, and (2) 
volume-averaged fluorescence measurements are used to infer 
droplet temperatures. First, the excitation laser beam as well 
as the fluorescence emissions are subject to refractions and 
reflections at the droplet surface. Thus, different points within 
the droplet may have different excitation intensities and also 
may have different scattering efficiencies (photons emitted from 
different points within the droplet have different probabilities 
of reaching the detector). The combination of the two effects 
imposes an uneven optical weighting on the temperature field 
inside the droplet. Second, nonlinearity of the calibration func­
tion (ratio of exciplex intensity to monomer intensity versus 
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temperature) can lead to systematic bias in the inferred tem­
peratures if volume integration of fluorescence is performed. 
In the two-band methods, if the inferred temperatures are 
obtained from ratios of volume-integrated intensities, rather 
than local intensity ratios, a third systematic error can be 
introduced. When a temperature gradient exists within a drop­
let, all these effects can introduce systematic errors in the 
volume-integrated temperature measurements; when the gra­
dients are negligible, the above systematic errors become neg­
ligible. 

As a final point, this analysis is applied to the design of 
effective and interpretable fluorescence thermometry experi­
ments. 

2 Analysis 
The photophysics involved in the exciplex (two-band) flu­

orescence method has been discussed previously (Murray and 
Melton, 1985; Gossage and Melton, 1987; Wells and Melton, 
1990) and can be expressed as 

M* + G(M)&E* (1) 

where M* is an excited state monomer; G(M) is an appro­
priately chosen ground state molecule (which can be another 
M)\ and E* is an excited state complex. The fluorescence emis­
sion from E* is red-shifted with respect to that of M*, and 
the populations of E* and M*, coupled by the above equation, 
can be strongly temperature dependent. After calibration, the 
temperatures can be deduced from the ratio of the emission 
intensity of the exciplex to that of the monomer. The one-
band fluorescence method uses a fluorescent additive with one 
major spectral band. The quantum yield of the additive has a 
strong temperature dependence. With proper calibration, 
droplet temperature can be inferred from the measured ab­
solute emission intensity. 

Droplet temperatures can also be determined via a droplet-
slicing-imaging method (Winter, 1990; Winter and Melton, 
1990), which made use of the two-band method. A thin laser 
sheet was used to illuminate the central plane of a droplet, 
and the fluorescence patterns of that plane were recorded as 
two separate images (at two different colors). Temperatures 
were inferred from the intensity ratios of the two colors on a 
point by point basis. No volume integration is performed in 
this method, and the systematic errors discussed in this paper 
do not occur. In this paper, we only discuss the volume-in­
tegrated measurements. 

In the volume-integrated measurements, the fluorescence 
intensity captured by a detector can be written as (Zhang et 
al., 1992) 

-IIL S(R)C(H)I(R)dv, (2) 
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where I(R) is the normalized excitation intensity, S(R) is a 
scattering efficiency function, and C(R) is a conversion func­
tion. The integration is carried out on the entire volume of the 
sphere, fi. The product, I(R) xS(R), is defined as the optical 
weighting function, W(R). 

The conversion function C, obtainable from bulk sample 
calibration, converts a normalized excitation intensity to a 
fluorescence spectral intensity. In general, C=C(o, c, T), where 
a is fluorescence yield, c is molecular concentration, and T is 
temperature. Ideally, for a specific experiment, C is a function 
of temperature only, C-C(T), and carries local temperature 
information. In the exciplex fluorescence method, the ratio of 
intensities at two bands, D{T)=Ce(T)/Cm{T), yields tem­
perature information. To infer temperatures from the meas­
ured intensities or intensity ratios, the inversion function 
T= T(C) or T= T(D) is used. 

In droplet temperature measurements, usually the volume-
averaged temperature 

Xv\\iT{R)dv 
V 

(3) 

is desirable. However, in experiments one actually measures 

1 
C,=-

V lit W(R)C[T(R)]dv (4) 

in the one-band fluorescence method (Zhang, 1991). In the 
exciplex (two-band) fluorescence method, the fluorescence 
emissions are volume integrated by the detectors at two bands 
and the ratio is taken afterward. Thus, one actually measures 

A = -
J i l We(R)Ce[T{R)]dv 

J J j Wm(R)Cm[T(R)]dv 
(5) 

Therefore, droplet temperature will be deduced from either 

T=T(C3) (6) 

in the one-band method or 

T=T(D3) (7) 
in the two-band (exciplex) method, respectively. Note that in 

the absence of temperature gradients, i.e., C[7] is independent 
of R and can be moved outside of the integral signs in Eqs. 
(3) and (4), the effects of optical weighting and volume inte­
gration disappear. 

The model used for simulations has two major parts. The 
light propagation functions, I(R) and S(R), are computed 
with a hybrid method (Zhang et al., 1992). The heat transfer 
processes involved are approximated by a much simplified 
model. The spherical droplet has a uniform initial temperature 
T0 when at / = 0, its surface is suddenly exposed to an external 
environment characterized by a time-dependent ambient tem­
perature To, and a convective heat transfer coefficient hc. Even 
though internal circulation may be important in the transient 
heating region (Prakash and Sirignano, 1978; Winter and Mel­
ton, 1990), for simplicity, only the conductive mode is con­
sidered inside the droplet. An evaporation rate proportional 
to the vapor pressure of the liquid at the surface temperature 
is assumed; the proportionality parameter is chosen to provide 
an approximate match to prior experimental results at 9 cm 
fall distance (Hanlon and Melton, 1992). With these assump­
tions and simplifications, the temperature distribution within 
the droplet is spherically symmetric. 

The diameter of an evaporating droplet changes with time, 
and hence, so does the optical size parameter, a, and, in prin­
ciple, the optical weighting function, W(R). Rigorous treat­
ment of this latter effect would require lengthy recalculation 
of W(R) at each time step. However, for large droplets (in 
this work a > 2000), the geometric optics approximation holds. 
For optically thin droplets, the distributions of W(R) are 
independent of the absolute size of the droplet. In addition, 
in the prior experiments (Hanlon and Melton, 1992) video 
microscopy revealed that the droplet diameter changed very 
little during the observable fall. Thus, we kept the weighting 
function, W(R), unchanged during the "time marching" 
process. 

An implicit finite difference scheme similar to the Crank-
Nicolson method (Anderson et al., 1984) was used to solve the 
one-dimensional transient heat transfer problem with time-
dependent ambient temperature. When the ambient temper­
ature was set to a constant value, excellent agreement between 
the numerical results obtained with the finite difference scheme 
and an analytical solution (White, 1988) was obtained. 

Bi 
C(R) 
C(T) 

D(R) 
d.o.d. 

D(T) 

E* 
/ / # 

G(M) 
hc 

I{R) 
k 

M* 

« i 

= Biot number = Nuo x (k^/k) 
= local conversion function 
= temperature calibration 

function (one-band method) 
= local intensity ratio 
= droplet optical density 

= ecd, where e = molar ab­
sorptivity, c = concentration, 
and d= droplet diameter 

= temperature calibration 
function (two-band method) 

= excited state complex 
= /-number of receiving optics 
= ground state molecule 
= convective heat transfer 

coefficient 
= excitation intensity 
= thermal conductivity 
= excited state molecule (mon­

omer) 
= refractive index of the parti­

cle 

NuD 

P 

ro 
R 

ReD 

S(R) 

t 
T 

T(C) 
T{D) 

A7\ 

AT2 

A7V 
AT0„ 

= Nusselt number (external) 
= radiation power reaching a 

detector 
= droplet radius 
= denotes a point inside the 

sphere with Cartesian coor­
dinates (x, y, z) 

= Reynolds number 
= scattering efficiency func­

tion 
= time 
= temperature 
= inversion function of C( T) 
= inversion function of D (T) 
= error introduced by nonline-

arity of D(T) 
= error introduced by using 

ratio of integrated intensi­
ties 

= total error 
= error introduced by optical 

weighting 

V = 
W(R) = 

a = 

X = 
Xo = 
a = 
fi = 

volume of spherical droplet 
optical weighting function 
= I(R)xS(R) 
optical size parameter 
= 27T/'o/X0 

emission wavelength 
excitation wavelength 
fluorescence yield 
spatial domain of sphere 

Subscripts 
e = 

m = 
ow = 

1 = 

2 = 

3 = 

00 = 

exciplex emission band 
monomer emission band 
value biased by optical 
weighting 
value biased by nonlinearity 
of D(T) 
value biased by using ratio 
of integrated intensities 
measurable value with all 
biases 
gas phase parameter 
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Table 1 

Node 
T 
Vol. Element Av 
Optical Weight W 
Ce 

(^m 

D{T) 

^ - (fc) 
([J Cedv 

IIJoC-dV 

[if WCedv 

ljjflwcmdv 

* 4 / / J O 
/ / / WTdv 

f _ J J Jn 

JJLwdv 

T1=T (Dr) 

T2=T(D2) 

T3=T(D3) 

1 
20°C 

1 
2 
10 
2 

5 

•2 

80°C 
1 
1 
9 

0.9 

10 

Avg. 

8.75 

7.5 

6.55 

5.92 

50.0°C 

40.0°C 

37.5°C 

30.2°C 

26.1°C 

5. 0 
20 30 40 50 60 70 80 

T e m p e r a t u r e CO 

Fig. 1 Function D(T). A two-node example illustrates the relationship 
between various relevant quantities and the systematic errors. (Values 
are given in Table 1.) 

3 Results and Discussion 

3.1 Origin of Systematic Errors. Before presenting the 
numerical results for droplets, it is worthwhile to examine an 
illustrative example with only two volume elements, Fig. 1. 
This unrealistic example gives the essence of the analysis of 
systematic errors and introduces the definitions and notations 
of various relevant quantities. Figure 1 presents graphically 
the results shown in Table 1. _ 

In the example, the volume-averaged temperature T= 50°C, 
whereas the inferred temperature T3 = 26.1 °C. The error results 
from three effects: optical weighting, nonlinearity of the cal­
ibration function (see Fig. 1), and use of a ratio of volume-
integrated intensities to replace local intensity ratios. First, in 
order to show the latter two effects, we assume uniform optical 
weighting. In the two-band method, for estimation of the vol­
ume-averaged temperature, T, D(T) should be known; how­
ever, it is not experimentally measurable. An alternative 
quantity would be D1, which is the volume-averaged value of 
local intensity ratio, D(R). From D\, an estimation of 
7̂  = 37.5° is obtained. However, Dx is not experimentally 
measurable either. What one measures in experiments is the 
ratio of the volume-integrated intensities, i.e., D2. Thus, 
r2 = 30.2° is obtained. 

An analysis of the sign of nonlinearity error, A^ = T— Tu 
reveals that 

where AD = D\— D(T) andD'(T) is the derivative of D with 
respect to Tat T. The sign of A^ can be determined as follows. 
For the case of D(T) concave (downward), as in Fig. 2, 

AZ? = 5 , - i3(7 , )<0, (9) 

where the < sign is from Jensen's inequalityJTeller, 1971). 
From Eqs. (8) and (9), it follows that for D'(T)>0, AT{<0 
and for D' (T) < 0, ATX > 0. That is for a concave (downward) 
calibration function, in the region where D(T) increases with 
T, the systematic error, ATi, is negative; whereas in the region 
where D(T) decreases, AT{ is positive. In Eq. (9), the equal 
sign holds when D (T) is linear. Therefore, in the region, where 
D{T) is linear, the systematic error, AT{, is absent. 

The error due to nonlinearity is probably increased by the 
use of the ratio of the volume-integrated intensities, i.e., D2. 
We have found no general rule to determine the sign of 
AT1=T\-T1. However, empirical analysis shows that in a 
region oiT where both Ce(T) and Cm(T) are monotonic, the 
sign of D\ —D2 is consistent throughout the region. Thus the 

sign of AT2 is consistent in that region provided that D(T) is 
monotonic. 

The introduction of optical weighting causes bias in the 
inferred temperatures; different volume elements in the droplet 
contribute disproportionately to the accumulated intensities. 
In the example sho_wn, optical weighting introduces additional 
systematic error: Xmv = 40°C, whereas the volume-averaged 
temperature r=50°C. In general, optical weighting may in­
crease or decrease the total systematic error. This effect will 
be discussed later using optical weights calculated for droplets. 

In the one-band fluorescence method, droplet temperature 
is inferred from absolute fluorescence intensity; no ratio is 
taken. Thus, the errors due to ratios of integrated intensities 
are not present. Otherwise the analysis is the same. 

3.2 Numerical Results. In this section, numerical ex­
amples simulating different experimental conditions are pre­
sented. In the computations, the Nusselt number, NuD, and 
the convective heat transfer coefficient, hc, were estimated 
using the equations proposed by Whitaker (1972). The Biot 
number used in the computations is defined as Bi = NuD x (k„/ 
k), where k and k^ are the thermal conductivities of the liquid 
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Fig. 2 Temperature calibration function, D(T)(Hanlon and Melton, 1992). 
Scattered data are experimental results. The continuous lines show sec­
tional curve fit of the experimental data. 
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Fig. 3 Droplet heating. Various average temperatures as functions of 
time. Bi = 0.55. 

and gas phase, respectively. The temperature calibration func­
tion D(T), the conversion functions, Ce(T) and C,„(T), and 
the time-dependent ambient temperature, Ta(t), were ob­
tained from curve fitting of the experimental data (Hanlon 
and Melton, 1992). For every value of D, the inversion func­
tion, T=T(D), has two roots; see Fig. 2. Both roots have 
been shown in the figures (a lower branch and a higher branch). 
With knowledge of specific experiments, e.g., the droplet tem­
perature increases monotonically with time, it is not difficult 
to choose the correct roots (indicated by solid circles) from 
the two branches. It should be noticed that the numerical and 
experimental data presented in the following examples are com­
parable only qualitatively, because the heat transfer model used 
was greatly simplified. 

In the computational examples displayed (Figs. 3, 6-9), the 
volume-averaged temperature T and the optically weighted 
temperature Tow are displayed along with the temperatures 7\, 
T2, and T3, which are inferred using the experimental D(T) 
(Hanlon and Melton, 1992). The most important issues these 
figures address are (1) the extent ̂ f bias_due to optical weight- • 
ing, i.e., the_difference between Tand Tow, and (2) the devia­
tions from T0„ caused by the nonlinearity of D(T) and the 
use of ratios of integrated intensities. 

A droplet heating example is given in Fig. 3, which simulates 
the experiments conducted by Hanlon and Melton (1992). An 
optically thin 283-jum-dia hexadecane droplet is illuminated 
by a laser beam at 337 nm wavelength (a = 2638, 
nx = 1.4345+ 1.0 x 10"5/, d.o.d. =0.0458 and//2.9). The com­
puted scattering function, S(R), excitation intensity, I(R), 

J: SuW'&V. iUSi -mm-
(ci\ 

^ ^ < 

Fig. 4 Scattering function (b), excitation intensity (c, e, g), and weight­
ing function (d, (, h) on /-Zplane. (c-d) d.o.d. = 0.0458; (e, f) d.o.d. = 2.40; 
(g, h) d.o.d. = 9.16. (a) shows the incident and observation angles. 

and the weighting function, W{R) in the Y-Z plane are given 
in Fig. 4(b, c, d). The Reynolds number (ReB = 5.9), Biot num­
ber (Bi = 0.55), and the fluid properties used in the compu­
tations were kept constant at values estimated from average 
experimental conditions. _ 

In Fig. 3, Tow is lower than Tduring the entire droplet history 
shown. To understand the effects of optical weighting, it is 
necessary to examine the radial distributions of optical weights, 
Fig. 5(a). In Fig. 5, the radius of the spherical droplet is divided 
into eight equal segments. Figure 5(a) shows that for an op­
tically thin droplet, while 58 percent of the volume is in the 
two outermost (seventh and eighth) layers, optical weighting 
puts 50 percent of the weighting on the fifth and sixth layers. 
For droplet heating, temperature ^increases with radius. Thus, 
the volume-averaged temperature, T, is obtained by putting 
most of the weight on the highest temperature region, whereas 
Tow is obtained by putting the major weight on a relatively 
lower temperature inner region. Therefore, Tow is consistently 
lower than T (ATow<0). _ 

In the region from 20 °C to 77 °C, the calculated T3 (lower 
branch) inconsistently lower than the optically weighted tem­
perature Tow. This is because D(T) is concave (downward) 
and increasing with Tin this region; as shown in the previous 
analysis, the systematic error ATt is negative in this case. In 
the next region (77°C-110°C), D(T) is concave (downward) 
but decreasing with T. Accordingly, ATi becomes positive (up-
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Fig. 6 Droplet heating. Same as Fig. 3, except Bi = 2.49. AT2 can be 
seen clearly in this example. Open triangles show experimental data 
(Hanlon and Melton, 1992). 

288 388 

Time Cms) 
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Fig. 7 Droplet cooling. Same as Fig. 3, except the initial temperature 
was changed to 227°C and the ambient temperature was kept at 20°C 
(Bi = 0.33). 

Radial Layer 
Fig. 5 Optical weight (filled bar) and volume weight (blank bar) on eight 
concentric layers having equal radial thickness. The central layer is 
labeled 1 and the outermost layer is labeled 8. The droplet optical dens­
ities (d.o.d.) are (a) 0.0458, (6) 2.40, and (c) 9.16. 

per branch). An abrupt rise in T3 is observed as the temperature 
rises across the transition point at 77°C. In_the last region, 
from 110°C to 220°C, D(T) is nearly linear. T3 (upper branch) 
is almost coincident with Tow\ AT} is negligible. (In this example 
the effects due to ratios of integrated intensities, AT2, are small; 
T3 is virtually unaffected.) 

At early times (/< 30 ms), thejemperature differences inside 
the droplet are large. So T3<<T. In the region (77°C-110°C), 
ATX and AT0„ have opposite signs and nearly cancel each other 
out; the total systematic error, AT3, is greatly reduced. In the 
near-linear region of D{T) (T> 110°C), the total error, AT3, 
is mainly from optical weighting. 

Figure 6 gives results obtained for droplet heating with a 
larger Biot number (Bi = 2.49). With larger Bi, the temperature 
differences inside the droplet are greater than those obtained 
with a small Bi. Consequently, the systematic errors are greater 
than those in the first example, although the basic trends stay 
the same. The size of the abrupt rise in the inferred temperature 
T3 is dramatically increased and a better fit to the experimental 
results (Hanlon and Melton, 1992) is obtained. 

An immediate implication of this observation is that the 
empirical equation used for estimation of the Nusselt number, 

NuD, may not be valid for a liquid droplet with possible internal 
circulation. Further, since the numerical examples show that 
the size of the abrupt rise in the inferred temperature is sensitive 
to Bi, this suggests a possible application, i.e., to fit inferred 
temperatures obtained in similar experiments and thereby to 
determine the Biot number directly and further to estimate an 
"effective thermal conductivity" (Talley and Tao, 1986; Jin 
and Borman, 1985). At least two issues must be addressed 
prior to use of such fits. First, the temperature profiles would 
have to be calculated using a more sophisticated heat transfer 
model. Second, preliminary experimental work in our labo­
ratory has shown that the PYPYP exciplex fluorescence is 
quenched by molecular oxygen more efficiently than the mon­
omer fluorescence. Thus the presence of stray oxygen will 
reduce the ratio of exciplex intensity to monomer intensity, 
i.e., enhance the effects assigned to the concave nonlinearity 
of D(T). Experiments intended to obtain the Biot number 
directly would have to exclude oxygen rigorously. 
' A further example is given in Fig. 7, in which the same 
droplet as in Fig. 3 is undergoing a cooling process. The droplet 
has an initial uniform temperature of 227 °C and is suddenly 
exposed to room temperature. For a cooling_droplet, the tem­
perature decreases with radius. Accordingly, T^is consistently 
higher than T, which can be observed in Fig. 7. The systematic 
error A 7̂  is dramatically reduced in this cooling process. At 
the initial stage (/<120 ms), although the temperature gra­
dients inside the droplet are significant, the temperatures are 
within the near-linear region (> 110°C) of the calibration func-
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Fig. 8 Droplet heating. Same as Fig. 3, except the absorptivity was 
chosen such that the optical weights matched the volume weights (Tm 

almost coincides with 7). 

tionZ>( T), Fig. 2. Accordingly, A7^ is minimized in this region. 
As the temperatures cool down to the highly nonlinear region 
of D( T), the gradients have become much smaller and hence, 
ATi becomes smaller, the abrupt break in the inferred tem­
perature (a fall in this case) is virtually negligible. 

Figure 8 shows that the systematic error due to optical 
weighting can be substantially reduced by appropriate choice 
of the droplet optical density. The conditions are identical to 
those for the droplet heating as shown in Fig. 3; however the 
absorptivity of the solution is properly chosen 
(«i = 1.4345 + 5.4 X 1CT4/, d.o.d. = 2.4) such that the radial dis­
tributions of optical weights in the eight concentric layers of 
the sphere are a good match to the corresponding volume 
weights, Fig. 5(b). The calculated I(R) and W(R) are given 
in Figs. 4(e) and 4(f), respectively. This "optical matching" 
technique is strictly valid only for a spherical symmetric tem­
perature distribution inside the droplet. However, it can prob­
ably be used for a temperature distribution that is axially 
symmetric with some sacrifice of effectiveness. Another lim­
iting consideration is that "optical matching" can only be valid 
at a certain range of the droplet diameters, i.e., it is not possible 
to impose "optical matching" throughout the entire history 
of an evaporating droplet. 

Finally, results for a highly absorbing droplet («i 
= 1.4345 + 2.0 x lO"3/, d.o.d. = 9.16) are shown in Fig. 9. This 
d.o.d. matches that used in earlier experiments (Wells and 
Melton, 1990). The calculated I(R) and W(R) are given in 
Figs. 4(g) and 4(h), respectively. The radial distributions of 
optical weights are given in Fig. 5(c). It is seen that about 80 
percent of the optical weight is given to the outermost layer. 
The seven other layers have only 20 percent of the weight. In 
this case, temperature, T3, actually reflects a "skin" temper­
ature of the droplet. As shown in Fig. 9, the inferred tem-
p_erature matches closely the averaged eighth layer temperature, 

3.3 Implications for Design of Experiments. For fluo­
rescence thermometry measurements in which the detector in­
tegrates signals from the entire droplet, the analysis of the 
experimental results must take into account the optically 
weighted averaging of the temperature field over the entire 
droplet. Further, if the fluorescence thermometry system D (T) 
(or C(T) for one band systems) used is nearly linear_with T, 
the inferred temperature should be interpreted as Tow, the 
optically weighted temperature, rather than T, the volume-
averaged temperature. If D(T) (or C(T)) is concave down­
ward (a rather common occurrence), the inferred temperature 
will show systematic negative biases from T0„ in the region 
where D (T) is increasing with T, and positive biases from Tow 
in the region where D(T) is decreasing. If the droplet tem-

180 

0 25 50 75 180 125 

Time Cms) 

Fig. 9 Droplet heating. Same as Fig. 3, except the absorptivity was so 
high that the inferred temperature, T3, reflected a "skin" temperature. 
(7"8 is the volume-averaged temperature of the eighth layer.) 

perature is virtually uniform, the systematic errors discussed 
here are negligible. 

If oxygen is rigorously excluded from the thermometry sys­
tem and if an adequate heat transfer model is used, the tem­
peratures computed from the numerical model should be 
directly comparable with the experimental results provided that 
all the systematic biases have been taken into account. With 
the numerical model it may be possible to fit the inferred 
temperature curve to obtain directly the convective gas-to-
liquid heat transfer coefficient. These measurements will be 
valid for evaporating droplets as long as the droplet remains 
optically thin. 

For measurements on sufficiently optically thick droplets, 
it should be possible to obtain "skin temperatures." The sys­
tematic errors described in this paper are minimized in this 
case. These techniques will be valid for evaporating droplets 
provided that the accumulation of the (relatively concentrated) 
fluorescent dopant does not affect the evaporation processes 
for the droplet. 

It is possible to produce optically matched droplets, in which 
the d.o.d. is adjusted so that Tow approaches T. However, the 
optically matched condition can only be maintained within a 
certain range of droplet diameter and will be destroyed as the 
droplet evaporates. 

Because droplet-slicing-imaging measurements are not sub­
ject to the systematic errors described in this paper, i.e., point-
wise rather than volume-averaged fluorescence measurements 
are possible in droplet-slicing-image measurements, more in­
cisive results on the temperature field within droplets will prob­
ably come from the maturation of this technique. 

4 Conclusions 
Systematic errors have been identified in fluorescence drop­

let thermometry measurements that use the volume integration 
method. These errors arise from optical weighting, nonlinearity 
of the calibration function, and use of the ratio of volume-
integrated fluorescence intensities to replace local intensity ra­
tios. 
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Convectiwe Heat Transfer From a 
Sphere Due to Acoustic Streaming 
Convective heat transfer from a sphere due to acoustic streaming is examined for 
large streaming Reynolds numbers. Analytical and numerical solution techniques 
are used to obtain Nusselt number correlations for a wide range ofPrandtl numbers 
with particular emphasis on the case of Pr~ 1. A simple experiment performed to 
confirm some of the predictions is described. The results obtained can be used for 
the thermal analysis of containerless materials processing in space using acoustic 
levitation. 

1 Introduction 

The purpose of this study is to investigate the flow-field and 
convective heat transfer rates due to acoustic streaming from 
an isolated sphere in a standing sound field. The work is mo­
tivated by a series of basic science experiments planned for a 
Space Shuttle flight, for which there is a need to design and 
control the thermal features of a suitable cell for the contain­
erless processing of materials at near zero gravity. The objective 
of some of the experiments is to isolate and study, in the 
absence of buoyancy, the effects of thermocapillary-dominated 
phenomena on the structure and properties of metal alloys. 
The alloy samples (usually spheres) are acoustically levitated 
to avoid physical contact with the container walls and thereby 
reduce contamination and other related surface effects. The 
levitated samples are positioned in a furnace in order to obtain 
controlled heating/cooling conditions in an inert gas environ­
ment. The use of a sound field (versus a magnetic field) to 
levitate and position the samples is considered especially at­
tractive since it prevents directional effects from being intro­
duced into the properties. However, the required sound fields, 
of the order of 155-165 dB at 1000-2000 Hz, give rise to strong 
(steady) acoustic streaming flows around the samples and on 
the walls of the test cells. The associated convective heat trans­
fer rates are instrumental in determining heating/cooling rates 
(as recognized, for example, by Rey et al., 1991) and hence 
the material structure and thermophysical properties of heat 
alloys. A proper knowledge of the transport processes between 
the samples and the chamber walls is thus important to the 
successful design and execution of the experiments. 

The treatment here is based on the foundation laid by Riley 
(1966) in his study of the flow around an oscillating sphere 
and also closely follows the work by Davidson (1973) on the 
heat transfer from a vibrating circular cylinder. The study by 
Riley (1966) is augmented by extending his results to obtain a 
more complete description of the steady streaming flow around 
the sphere for large streaming Reynolds number, R .̂ This result 
is then used to examine the problem of transport of heat be­
tween an isothermal sphere and an isothermal ambient fluid 
for a wide range of Prandtl numbers. Only small temperature 
differences are considered, to allow the constant property as­
sumption and thereby to concentrate on obtaining a basic 
understanding of the physics of the transport processes in­
volved. It must be emphasized that the interaction of the acous­
tic and thermal fields through the properties of the medium 
can be properly explained only by a suitable high-temperature • 
theory and has thus been neglected as a first approximation 
in the present study. The solution technique used combines 
the method of matched asymptotic expansions and the nu-
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merical solution of nonlinear partial differential equations. 
Results are obtained in the form of correlations for the average 
Nusselt number, Nu, and compared to those of Davidson (1973) 
for a vibrating circular cylinder. Particular attention is given 
to the boundary layer structure of the flow for large streaming 
Reynolds numbers, Rs, when the surrounding fluid is a gas 
with Pr = 0( l ) , which corresponds to the flow around an 
acoustically levitated alloy sample under normal operating con­
ditions. These analytical predictions of the heat transfer are 
verified by conducting a simple experiment using a small spher­
ical thermistor bead in an acoustic levitation test cell apparatus 
operated at normal gravity. Measurements of heat transfer 
from the thermistor show excellent agreement with the cor­
relations for large values of Rs. 

2 Governing Equations 
This section is devoted to the development of the governing 

equations for the velocity and temperature distributions as­
sociated with the flow generated by a standing transverse sound 
field at the rigid boundaries of an isothermal solid sphere 
immersed in an infinite fluid domain maintained at a different 
temperature. 

Fluid flows induced by sound fields are characterized by a 
large number of independent length scales. For a sphere in a 
plane standing sound wave with a velocity distribution of the 
form Ua cos(p3T*) sin(27rz*/X) these length scales are the sphere 
radius, a, the displacement amplitude of the fluid particle in 
the sound field, A = U^/bi, the wavelength of the sound wave, 
X = 2irc/w, and the viscous diffusive thickness of the Stokes 
layer, 5~\fv7o>. Some important deductions are made from a 
comparison of these primary length scales, which allow the 
governing equations to be presented in a considerably simpli­
fied form. Foremost among these is the restriction to sound 
fields with wavelengths large compared to the radius of the 
sphere, i.e., those that satisfy ak « 1 where k = 2ir/\ is the 
wave number. This condition has been derived using order of 
magnitude arguments by Lighthill (1963, pp. 11-13), as the 
condition for the negligible radiation of acoustic energy by an 
obstacle in a sound field and satisfies one of the requirements 
for incompressibility. Under such a restriction, the sphere (typ­
ically located at a velocity antinode of the sound field) does 
not experience any appreciable changes in the sound wave 
characteristics over its surface. It should be noted that with 
this assumption, the wavelength no longer appears explicitly 
as a length scale representative of the flow around the sphere. 

The length scale ratio, e = A/a, has some very important 
implications for the physical nature of the flow and the meth­
ods used to describe the flow. In this application e is found 
to take on values small with respect to I, implying that the 
oscillatory fluid particles traverse very short distances (on the 
scale of the sphere radius) before reversing their direction of 
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motion. The condition e < < 1 thus ensures that separation 
does not arise and the flow instead remains attached and lam­
inar. Another important consequence is that for this range of 
values of e, the governing equations are rendered analytically 
tractable by the method of matched asymptotic expansions 
with e playing the role of a small perturbation parameter. This 
feature was exploited by Riley (1966) who developed a con­
sistent theory to describe the flow analytically. Similar tech­
niques are used in this study. From the above arguments for 
the range of values covered by each of the two length-scale 
ratios, ak and A/a, it follows that their product Ak is also 
small compared to unity. This ensures that the Mach number 
defined as U„/c is also small and allows compressibility effects 
to be ignored. 

The diffusive thickness of the Stokes layer, 5— \lv/o>, the 
sphere radius, a, and the displacement amplitude of the sound 
wave, A, completely determine the essential characteristics of 
isothermal flow around the sphere. These three length scales 
yield two dimensionless parameters: the amplitude parameter, 
e=A/a, defined earlier, and the frequency parameter, M = 
a/8. The frequency parameter, M, is a measure of the extent 
of penetration of the viscous diffusive effects of the oscillatory 
sound field on the scale of the sphere radius. For small values 
of M the retarding effects of the stationary sphere on the 
oscillatory sound field permeate to large distances from the 
surface of the sphere. On the other hand, for large values of 
M treated in this study, the fluid velocities are rapidly brought 
up to their oscillatory free-stream values across narrow Stokes 
boundary layers present close to the surface of the sphere. It 
is later shown that the product of these independent parameters 
e and Mresults in a length-scale ratio (A/S) that is of primary 
importance in determining the behavior of the steady streaming 
flow. When a temperature difference is also present between 
the sphere and the fluid, the thermal diffusive thickness, 5T ~ 
VaAo, is an additional length scale giving d/8T= Pr1/2 as a 
corresponding dimensionless parameter. 

The above assumptions establish the parameter range of 
interest and satisfy the conditions for solenoidality and thereby 

render major simplifications to the governing equations. The 
equations are formulated with the isolated solid sphere located 
at the velocity antinode of a plane standing sound wave (with 
a velocity distribution of the form U^ cos (o)T*)sin(2irz*/X)) 
in an infinite fluid domain. For this axisymmetric problem a 
spherical polar coordinate system is chosen, fixed in the sphere, 
with radial distance r and the polar directions 0 = 0, -K coin­
ciding with the axis of oscillation of the sound field external 
to the sphere. It is also convenient in such problems to recast 
the governing equations for velocity and pressure into a single 
higher-order equation, formulated in terms of only one de­
pendent variable, the Stokes stream function. The axisym­
metric stream function is chosen so as to satisfy the equation 
of continuity and its variation is governed by the equation of 
vorticity in the fluid. The energy equation is formulated for 
the temperature with the solid sphere taken to be at a uniform 
temperature, Ts, different from the temperature, T„, of the 
ambient fluid. 

Following Riley (1966), with the time, radial distance, ve­
locity, and stream function scaled with respect to their nominal 
values u>~', a, Ua, and Uxa

2, respectively, and the temperature 
difference in the fluid (T- T„) normalized with respect to 
(Ts-T«,), the governing equations of motion and energy in 
dimensionless form are 

or r 

H 

d(r, n) 

'aw, *)" 

J. 
~~ M' 

a2>V 

d(r, n) 

iary co 

> = 1 and \// = 

1 

Pr-Af dr r 

together with the boundary conditions 

dr 

V'0 

0 on r= 1 

lH(l /2) / - 2 ( l - /* 2 )cosr) 

* - o j a s ' - * 0 0 

where in the above equations ,u = cos 9 and 
(Ts— T„,) along with the operators, 

(1) 

(2) 

(3) 

(4) 

> = (T-T„)/ 

N o m e n c l a t u r e 

a = 
A = 

c = 

h = 

I = 
/o = 

Af = 

Nu = 
Pr = 
Q = 
r = 

R, = 

SPL = 

T = 

radius of the sphere 
oscillation amplitude of 
the sound wave = U„/w 
velocity of propagation of 
sound in the fluid = m/k 
diameter of thermistor 
bead described in Appen­
dix B 
average heat transfer coef­
ficient 
intensity of the sound field 
reference intensity, 1 0 " n 

Wm~2 

wave number = 2ir/\ 
frequency parameter = 
a2o)/v 
average Nusselt number 
Prandtl number = v/a 
heat transfer rate 
radial coordinate 
streaming Reynolds num­
ber = Ui/wv = e2M2 

Sound Pressure Level (in 
decibels) 
dimensionless temperature 
defined in Section 4.2 
temperature of the fluid 

Ts = temperature of the sphere 
Toe = temperature of the am­

bient 
u, v = artificial velocities defined 

in Section 4.1 
ug, ur = angular, radial velocity 

components 
U„ = velocity amplitude in the 

sound wave = Aco 
x = streamwise boundary layer 

coordinates used in Section 
4.1 

y = normal boundary layer co­
ordinate used in Section 
4.1 

z = coordinate in the axial di­
rection 

a = thermal diffusivity of the 
fluid 

5 = Stokes layer thickness = 
yv/w 

So = (outer) streaming bound­
ary layer thickness in Sec­
tion 4.1 

5T = thermal boundary layer 
thickness 

€ = amplitude parameter = 
A/a 

rj, rj, rj = normal boundary layer co­
ordinates 

9 = angular coordinate in 
spherical geometry 

K = thermal conductivity of the 
fluid 

X = wavelength of the sound 
field 

]x = angular coordinate in 
spherical geometry = 
cos 9 

v = kinematic viscosity of the 
fluid 

p = density of the fluid 
T = dimensionless time = cor* 
4> = dimensionless temperature 

difference = (T- Tx)/ 
{Ts-Tx) 

4> = dimensionless stream func­
tion = ^/U^a2 

oo = angular frequency 
coo = dimensionless angular fre­

quency defined in Section 
3 

Superscripts 
represents dimensional 
quantities 
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and the velocity components defined by 

1 d\l> 
ur= ——? ~r~ and ue~-

r op 
( i - V ) - 1 / 2 ^ 

r dr 

(5) 

(6) 

(7) 

3 The Streaming Flow 
It is appropriate at this stage to outline the solution technique 

and briefly examine the origin of the steady streaming terms. 
As mentioned earlier, this study is concerned with cases of 
e « 1 and M» 1. This parameter range has been treated by 
Riley (1966) to develop a solution for the basic flow field in 
terms of two complementary perturbation series in powers of 
e and 1/M. It is well known that a governing equation of 
motion of this type does not permit a uniformly valid solution 
in the entire domain and the matched asymptotic technique 
must be used. This requires independent solutions to be de­
veloped in different regions of the flow in terms of variables 
appropriate to each region. These independent solutions are 
made to satisfy the boundary conditions pertinent to their 
respective domains and are also suitably coupled in the zone 
of overlap. Similar methods are also used to determine the 
temperature distribution in the fluid. The focus in this study 
is on the steady transport due to the acoustic streaming motion. 
The details of the analysis describing the origin and nature of 
the mechanism giving rise to such a steady flow can be found 
in the paper by Riley (1966). Here only the salient features are 
summarized to provide a proper perspective to the complete 
problem. 

It is clear from Eq. (1) that in the limit of e^O the inertial 
terms become vanishingly small; Riley (1966, p. 463) has given 
an exact O(l) solution, \pa{r, JX, T; M), of the resulting linear 
equation for the stream function, which satisfies the boundary 
condition on the surface of the sphere and also has a cos r 
variation to satisfy the far-field velocity behavior of the har­
monic sound wave. It therefore follows that all subsequent 
corrections to this basic linear solution satisfy homogeneous 
boundary conditions. These corrections include contributions 
from the nonlinear inertial terms and result in the generation 
of higher order harmonics in the flow. In particular, when 
considering the 0(e) correction to the stream function it be­
comes clear from Eq. (1) that the basic linear solution con­
tributes to the forcing function via the nonlinear inertia terms. 
This gives rise to terms with a time dependence of the form 
~cos2r, which from a simple trigonometric identity is 
1/2(1 + cos IT). Then for this 0{e) contribution to the stream 
function, a time-independent term is created along with the 
second harmonic. It is this dominant O(e) component of the 
steady flow, termed acoustic streaming, and its transport ef­
fects, which are of prime concern in this study. From the need 
to satisfy homogeneous boundary conditions, it can be seen 
that with increasing radial distance, the magnitude of this 
steady velocity increases from zero at the sphere surface and 
reaches a peak in the fluid, beyond which it decays once again 
to adjust to the conditions of the stationary fluid at large 
distances from the sphere. 

The steady streaming motion itself arises due to viscous 
Reynolds-like stresses in a narrow inner Stokes layer region 
with thickness of 0(M~l). The origin of the stress can be 
viewed as the average effect of the nonlinear inertial interaction 
of the first harmonic (streamwise and normal) velocities in the 
Stokes boundary layers. The phase difference in these velocities 
gives rise to a nonzero average over one cycle and allows a net 
transfer of momentum. This steady motion in the inner region 
takes the form of a hemispherically symmetric recirculatory 

Fig. 1 Schematic of the recirculatory streamlines of steady flow in the 
inner Stokes layer region (proportions exaggerated for clarity) 

flow pattern with closed streamlines (see Fig. 1), though its 
precise behavior emerges only from a solution of the governing 
equations in terms of suitable Stokes boundary layer variables 
(Riley, 1966). The details of the behavior are not included and 
it suffices to note that a steady drift velocity of O(e) persists 
at a larger radial distance from the surface of the sphere cor­
responding to the outer edge of the Stokes layer region. This 
steady drift plays the role of a slip velocity in driving the outer 
flow and is directed from the equatorial plane to the polar 
axes. A noteworthy feature of the steady drift velocity is that 
despite being generated by viscous Reynolds-like stresses, its 
magnitude of ~eUa,= Ul,/a<>) is independent of the viscosity 
of the fluid. A Reynolds number defined on the basis of this 
velocity scale and the sphere radius (Stuart, 1966) 

R, IT a U i 

-eUm - = 
(8) 

is called the streaming Reynolds number and plays a funda­
mental role in determining the nature of the steady transport 
in the outer region. This new measure, Rs, is not an independent 
parameter and can be expressed as Rs=e2M2. Having been 
defined in this manner as the product of a large parameter 
(M2) and a small parameter (e2), the magnitude of the streaming 
Reynolds number, Rs, is yet unspecified. In terms of the length 
scales defined earlier, the measure Rs represents the square of 
the ratio of the amplitude of the sound wave, A, and the Stokes 
layer thickness, 8, i.e., Rs = ^42/<52 and is independent of the 
characteristic length scale of the sphere. 

For the associated transfer problem it can be shown from 
Eq. (2) that the leading order temperature contribution, <j>0, is 
time independent and that the transport of heat across the 
narrow inner layer is essentially diffusive for fluids with Prandtl 
number of — O(l). The resistance to heat transfer is negligible 
in this region and the fluid remains essentially isothermal across 
the inner Stokes layer. This does not provide any information 
on the driving temperature gradient and attention is now turned 
to the convective transport effects in the outer region respon­
sible for the heat transfer. 

Based on the above deductions, it requires some manipu­
lation of the original form of the governing Eqs. (l)-(4) of 
unsteady transport, to arrive at the governing equations of 
steady transport (Riley, 1966); details are omitted here for 
brevity. It can be shown that the variations of the steady 
component of the O(e) contribution to the stream function, 
^i„ and the O(l) temperature, </>0, are governed by 

1 
+2D \p,sLij/ls 

d(r, n) 
= > * „ (9) 
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3(^i s , 4>o) 

d(r, p) 
1 

Pr-R, 
(10) 

which can be recognized as the complete governing equations 
of motion and energy for the steady viscous and laminar ax-
isymmetric flow around a sphere with Reynolds number Rs. 
The above equations satisfy inner conditions from matching 
with the Stokes layer solution (Riley, 1966) 

tf„-45/16(/--l)/*(l-

and the decaying conditions in the far field, 

* n - 0 

2\ 
as r—T (11) 

(12) 

Due to their decoupled nature, once the flow field is deter­
mined from Eq. (9), the temperature distribution can be as­
certained from Eq. (10) for a given Prandtl number. Before 
proceeding to solve these equations it is important to be able 
to estimate the magnitude of the streaming Reynolds number, 
Rs, in a given situation and thereby be able to predict the 
dominant mechanism of this steady transport. This is done by 
starting with the definition of Rs = Ul,/wv from which it was 
shown that the streaming Reynolds number is independent of 
any typical dimension of the sphere and is completely deter­
mined by the characteristics of the sound wave and the prop­
erties of the medium through which it propagates. The strength 
of the acoustic signal, measured by the Sound Pressure Level 
(SPL) in decibels (dB), is first given in terms of intensity as 

SPL=10 1og107 (13) 
h 

where Io is a reference intensity equal to 1 0 " n Wm~2 and / i s 
the intensity, which, for a plane standing wave with a velocity 
distribution of the form U„ cos (tor*) sin (2irz*/A) typically 
used in the levitation process, is defined as 

I=-PCUL (14) 

The above two Eqs. (13) and (14) are used to redefine the SPL 
in terms of the streaming Reynolds number, R„ as 

SPL=10 1og10(a>0Ri) (15) 

where WQ is a conveniently defined dimensionless angular fre­
quency given by 

co0 = -
pcvu) 
2/o~ 

(16) 

Then the streaming Reynolds number, Rs, can be determined 
for a given acoustic signal usually specified in terms of the 
SPL (in dB) and the frequency (in Hz). Typical values of the 
acoustic signal used for acoustic levitation range in SPLs from 
150 dB-180 dB for frequencies of 1-2 kHz. The corresponding 
values of Rs are ~ 100 at the lower end of the spectrum and 
could be as large as O(104) for the strongest acoustic signals 
used. Thus convection is the predominant mechanism of steady 
momentum and energy transport for the range of parameters 
employed and these strong streaming effects are considered in 
detail in the following section. A treatment of the weaker 
effects of the streaming motion in the predominantly diffusive 
limit (Rs « 1) can be found elsewhere (Gopinath, 1992). For 
the case of Rs ~ 1 it is not possible to identify a single dominant 
mechanism of the steady transport and full-scale numerical 
solutions of the governing equations of motion are required 
to determine the steady velocity distribution completely. 

(1966) first predicted the presence of an outer boundary layer 
structure associated with the steady flow. He was able to show 
that the streaming velocity generated within the inner Stokes 
layer region decays to match the quiescent free stream across 
an outer streaming boundary layer, which is thin on the scale 
of the sphere radius but thick with respect to the inner Stokes 
region. This concept is used to develop a detailed description 
of this outer boundary layer structure for the streaming flow 
around the sphere and subsequently determine the resulting 
heat transfer rates for different Prandtl numbers. 

4.1 The Flow Field. Starting with Eq. (9) the boundary 
layer velocity and length scales are first established. For the 
boundary layer thickness, 50> an order of magnitude analysis 
requiring a balance of the inertial and diffusive terms shows 
that So/a-Ks U2. In contrast the Stokes boundary layer thick­
ness is such that 5/a~M~]. It is clear then that though both 
boundary layers are thin on the scale of the sphere radius, the 
ratio S0/5~ 1/e indicates that for e « l the outer boundary 
layer is much thicker than the inner Stokes layer that remains 
embedded within it. The steady velocities also scale accord­
ingly, and as in conventional laminar boundary layer theory 
the steady tangential (meridional) velocity remains of 0(e) 
where as the steady normal (radial) velocity is an 0(«Rj ) 
quantity in this region. 

The boundary layer variables are defined in the usual manner 

•q = (r- 1) V R ^ and \j/ls (i?, n) = \jyls (r, p) ^/R~s (17) 

and Eq. (9) is modified to a form in which all the terms are 
of comparable magnitude: 

D%s = — — — - — + 2D \plsL \Pls (18) 

where now 

w d2 - v- -=, and <t>0 (n, y) = 4>o{r,ii) 
d»T ( 1 - A O V 

The equation is subject to a far-field condition on the decaying 
velocity obtained from Eq. (12), 

- 4 ^ - 0 as ^ - o o (19) 
at] 

and an inner matching condition from Eq. (11), 

i L - — i J / i O - ^ a s ^ O (20) 

It is easier to work with a simplified form of the above 
governing equation obtained by integrating once with respect 
to t]. Assuming continuity of the partial derivatives and ap­
plying the condition in Eq. (19) for the velocity in the far field, 
the integration results in, 

d\j/ls d i/ls dtpis d \ph J* # i A d ^l. 
dr] drjdiM dfi dt]L (1 — / / ) \ d-q J di\s 

This can be expressed in the form of a familiar set of bound­
ary layer equations with the variables redefined for convenience 
in terms of commonly used symbols for the coordinates and 
suitably defined (artificial) velocities as 

, 9^ij His 
y = n, xs,x and « = —=-, v= --—-

at) dfi 

to give to leading order, 

du dv 

ox dy 

(22) 

(23) 

4 C a s e o f R , » l 

For large values for Rs encountered in this study, Stuart 

du du xu d u 
UYx+VYy + '{r^xTfoJ2 (24) 
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The boundary conditions in Eqs. (19) and (20) are appropri­
ately modified to 

45 , 
u = —x(l-x2), v = 0 at y = 0 (25) 

16 

M—0 as y—oo (26) 

The artificial velocities introduced above are related to the 
true velocity components, and from their definitions in Eq. 
(7), it is clear that the true steady tangential component is 
- M(1 -ix2)~1/2 to O(e) accuracy whereas the true steady radial 
component is just v to O (eRs~

1/2) accuracy. A suitable initial 
condition is required at x=0 to start the solution process for 
the above equations. It is clear from the boundary conditions 
that the steady flow is purely radial along * = 0, which forms 
a plane of symmetry. This radial velocity can be described by 
an exact solution obtained from a limiting form of the gov­
erning equations of motion by following the procedure com­
monly adopted for studying the limiting form of the velocity 
near the point of attachement in natural convection flows. In 
this limit (as AT—0) the tangential velocity is assumed to have 
a behavior given by u-~xf' (y), which requires that i>— —f(y) 
in order to satisfy Eq. (23). Substitution into Eq. (24) shows 
that to leading order f(y) satisfies the nonlinear ordinary dif­
ferential equation 

/ ' " + / / " - / ' 2 = 0 (27) 

with boundary conditions obtained from Eqs. (25) and (26) 
as, 

/(0) = 0 , / ' (0) = ^ a n d / ' - 0 a s ^ - o o (28) 

It can be shown that Eqs. (27) and (28) yield an exponentially 
decaying exact solution: 

(29) 

It is worthwhile to note that the function f(y) > 0, whereby 
the normal velocity, ur~v- -f(y), reveals a purely radially 
inward flow along the equator in the outer boundary layer and 
indicates that x = 0 corresponds to a stagnation plane of at­
tachment. 

The equation of motion itself has been considered inde­
pendently by Riley (1965) and Stuart (1966) for the case of an 
oscillating circular cylinder. They used different methods (both 
involving series solutions in powers of the angular coordinate) 
to characterize the velocity boundary layer around the stag­
nation plane of attachment. The procedure they adopted in­
volves a considerable amount of manipulative labor, and 
though it provides an accurate description of the mechanics 
of the flow in the local region around the stagnation plane, it 
does not explain the behavior of the flow over the complete 
periphery from the plane of attachment to the axis of oscil­
lation. Consequently a numerical finite-difference scheme is 
used in a manner similar to that used by Davidson (1973) for 
the cylinder, to obtain an accurate description of the outer 
streaming boundary layer flow on the sphere. 

The coupled set of nonlinear partial differential Eqs. (23) 
and (24) for u and v are solved using an implicit finite-differ­
ence scheme with marching from x = 0 to x= 1. All the deriv­
atives are approximated by central differences and the 
nonlinearity is handled by quasi-linearization and iteration at 
each x location along the surface. The symmetry in the problem 
about the stagnation plane x = 0 is utilized to carry out the 
solution procedure over only one half of the sphere. The com­
putational domain along with the mesh star used in the nu­
merical procedure is shown in Fig. 2. A typical node (m, ri) 
represents a point (x„„ y„) that is (m— 1) Ax distant from the 
stagnation plane, x = 0 (corresponding to m = 1), and (« - l)Ay 
distant from the surface of the sphere, y = 0 (corresponding to 

Stagnation Plane 
of Attachment 

(m=l) 

Fig. 2 The computational domain showing the mesh star 

n = 1). The edge of the boundary layer is chosen to correspond 
to a value of n=NY. In the x direction the computations are 
terminated at a value of m=NX before encountering the ex­
pected singularity at the pole. A double-suffix notation is used 
to represent the nodal values of the artificial velocities as 
«„,,„, and v„h„. Derivatives with respect to both x and y are 
approximated by central differences based on the halfway point 
(marked with a (x) in Fig. 2) and are achieved by using the 
average value of the neighboring nodes. 

For the flow field, the implicit scheme enables us to evaluate 
the array of velocities, u^+i?,, and v^+Jj,,, (2<n<NY) at the 
(m+ l)th x location. This is done in terms of the array of 
values of the previous iteration, u 01 and v, U) 

m + 1, n > ( 2 < n < 
NY) and the converged values, um, „ and vm>n, (2<n<NY) at 
the previous x location. The superscript represents the iteration 
number in the converging computational cycle. The details of 
the differencing and the quasi-linearization process are omitted 
here and it can be shown that after grouping together corre­
sponding terms, the nodal relations of Eq. (24) can be rep­
resented in the familiar tridiagonal form as 

,U) ["Jttlla+l]+ «"[«, U) r „ y + i ) ^ [ ^ . V . l ^ (30) 

where the coefficients of the u terms in the matrix are given 
by 

„U)-l ,,0) ,,„ _ _ L 

b^^Ayutf+i^ l — +w(xm + W 2 ) ) + — 

„ ( /> . 1 

'2A* 

.0) 
H I + 1 / 2 , II 

1 
2Ay 

d{J) = -PL-{U^^n + U2
m>n)-- V%\l/2,„ («»,,«+!-«m,«-l) 

+ « . \Mm, n + 1 ^m, n ' Um,n - 1 ) 

2Ay 
1 • - - , 0 )2 „2 -Ayw{xm+i/2) («m+!,«-««,„) (31) 

in which the function w(xm) is defined as 

Xiyi 

w(x„,) = 1-4, 
(32) 

and Um+i/2 „ is obtained from a numerical integration of Eq. 
(23) as, 
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,,U) - „U) 
I'm+1/2, n— 'Jm+l/2, n-l 

Ay 

~Ax 
- C>/W , ,,U) \ 

1 
("», ! + "» l ) (33) 

The appropriate boundary conditions corresponding to Eqs. 
(25) and (26) specified at the surface (« = 1) and in the far field 
{n = NY) along with the initial condition on the stagnation 
plane (tn = 1) are 

um, I = (45/16)x„, (•! - 4 , ) for 1 < m < NJT 

,= 0 

"i,« = 0 

for \<m<NX 

for \<n<NY (34) 

At any general x location, the solution procedure is initiated 
by approximating the radial distribution of the artificial ve­
locity, w, at that x location to be the same as that at the previous 
x location. (For the very first x location, m = 1, it follows from 
the last of the boundary conditions in Eq. (34) that u = 0.) This 
is then used in Eq. (33) to obtain an estimate for the artificial 
velocity, v, at the halfway point (marked (x) in Fig. 2) between 
the current and next x locations. This is in turn substituted in 
Eq. (31) to determine the coefficients of the tridiagonal system 
in Eq. (30) used to solve for u at the next x location. This cycle 
of calculations is repeated at each x location until the sum of 
the absolute differences between the current and previous it­
erates for u at all the y locations falls below a certain prescribed 
tolerance. At this juncture the iterative scheme is deemed to 
have converged at that x location and the whole process is 
advanced to the next x location, in this manner covering the 
entire periphery of the sphere from the equator (x = 0) to the 
pole (#=1). The results of the computations for this steady 
flow field are probably best represented by the boundary layer 
velocity profiles in Fig. 3 showing the radial variation of ugat 
different angular locations along the periphery of the sphere. 

For the case of the oscillating cylinder, Davidson and Riley 
(1972) were able to show that this streaming boundary layer 
flow on each half of the cylinder converges from the two 
quadrants to collide at the axis of oscillation. They found that 
the momentum in the boundary layers is turned smoothly and 
the fluid is ejected outward along the axis in the form of planar 
jets on each half of the cylinder. For the streaming flow around 
the sphere this collision process is more complex and may be 
compared to large Grashof number free convective flow on a 
heated sphere in the presence of a normal gravitational field 
as treated for example by Potter and Riley (1980). For the 
latter case the free convective flow in the upper hemisphere 
sweeps over the surface and converges at the upper pole to 
form a buoyant plume. For the streaming flow too, the fluid 
in the outer boundary layer exhibits such as sweeping motion. 
However, from the equatorial plane of symmetry, the flow is 
expected to be directed toward both the upper and lower poles 
in the case of the streaming flow. Then it is expected that the 
boundary layers converge and collide at both the poles, and 
in this case the fluid is ejected outward from the sphere along 
the axis of oscillation in the form of round inertial jets. A 
detailed discussion of the mechanics of formation of these jets 
is beyond the scope of this paper and may be found elsewhere; 
Lee and Wang (1988) have made simplistic scaling arguments 
of the length scales in the collision zone, though a more rig­
orous treatment is available in recent independent studies by 
Amin and Riley (1990) and Gopinath (1992). 

4.2 The Temperature Field, Pr~ 1. The energy equation 
is first considered for moderate Prandtl numbers, P r ~ 1. This 
Prandtl number range is appropriate for gases and determines 
the heat transfer rates required in this study. It also helps 
establish some primary results, which are later used to deter-

Fig. 3 Boundary layer velocity profiles for the streaming flow on a 
sphere for large Res (the corresponding angular locations, 6, in deg are 
shown on the figure) 

mine the temperature distribution in the asymptotic limits of 
small and large Prandtl numbers. In this case for R,, » 1 and 
Pr ~ 1 it is well known that the temperature gradients are con­
fined to a thermal boundary layer which attains a full structure 
on the scale of the hydrodynamic boundary layer. Under these 
conditions both the convective and diffusive modes of heat 
transfer are equally important and the governing energy equa­
tion has to be solved numerically using the results for the 
velocities obtained earlier. The details of this procedure are 
described next. 

In terms of the boundary layer variables defined in Eq. (17), 
the governing energy equation is 

d 0c 
= Pr 

< W i s , <t>o) 
+ 0(R-[/1) (35) 

subject to an inner matching condition and a far-field condition 
on the temperature, 

j>a— 1 as /•— 1 

/>o—0 as /•— oo 
(36) 

The definitions in Eq. (22) along with t(x, y) = 4>o (A»> v) are 
used to express Eq. (35) to leading order in the familiar form, 

dt dt 
u —+v — = 

ax ay 
1 d2t 

(37) 

(38) 

P r a / 

subject to 

t=\ ox\y = Q 

t—0 as y— oo 

The limiting form of the radial variation of temperature at 
x = 0 can also be established in a manner similar to that leading 
up to Eq. (29). If this variation of t(x^0, y) is denoted by 
g(y), then from the expected limiting behavior of u(x^0, y) 
and v(x-~0, y), it follows from Eq. (37) that g(y) satisfies the 
ordinary differential equation: 

g " + P r / g ' = 0 (39) 

In view of the boundary conditions in Eq. (38) 

g(0) = 1 and g - 0 as y- oo (40) 
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Using Eq. (29) for f(y) it can be shown that g(y) has an exact 
solution, which can be expressed in a compact form given by, 

g(y) = 
7(Pr, Pre" 5) 

7(Pr , Pr) 
(41) 

where y(a, c) is the Incomplete Gamma Function defined as 
(Abramowitz and Stegun, 1965, §6.5.2) 

y(a, c) = 
lds (42) 

The energy equation, Eq. (37), is now completely defined, 
and for the numerical solution it is discretized on the basis of 
the same mesh-star used for the flow field. A double suffix 
notation, /,„, ,„ is also adopted here and represents the tem­
perature at a typical node, (m,n), corresponding to the location 
\xm, y„). The nodal equations for the temperature are generated 
in a manner analogous to that used for the artificial velocities 
and the derivatives are once again approximated by central-
differencing about the halfway point between nodes. The ac­
tual details of the discretization procedure are not given here 
and it can be shown that the resulting form of the linear energy 
equation for the temperature, /, can be represented in the 
familiar tridiagonal form as, 

Antm + j t rt„ i + nntm + 

where the coefficients of the t terms in the matrix are given 
by 

A 1 1 
An = ~4V'"+1/2-" + 2P^ 

-Ay 
"n — ~Z~. \Mmt n ' Um+ I, ti) ' 2Ax 

1 1 
C"=-7"' + m'" + 2KA~y 

PrAy 

(44) 

A , m, n - 1 •An + tm, n (2/4 „ + B„ + 2C„) tm- n+ j C„ 

Once again the appropriate boundary conditions correspond­
ing to Eq. (38) specified at the surface (n = 1) and in the far 
field (n = NY) are 

i = l 

,= 0 
for 1 < m<NX (45) 

For the starting condition tlin, \s,n<NY, the temperature 
profile specified by the function g(y) in Eq. (41) is evaluated 
to sufficient accuracy from the series representations for the 
Incomplete Gamma function by Abramowitz and Stegun (1965, 
§6.5.4, 29) and used to initialize the temperature distribution 
along the stagnation plane. Using the known velocity distri­
bution from §4.1, the transverse variation of temperature in 
the fluid at each angular location along the periphery is de­
termined from Eqs. (37) and (38). This can be done in a rel­
atively straightforward and noniterative manner involving 
triangular resolution and backward substitution. 

Before carrying out this procedure, it is important to estab­
lish a proper set of grid parameters, and after some numerical 
experimentation it was found that a step length, Ay = 0.05, 
would be appropriate in the y direction for the entire domain. 
This was confirmed by repeating the calculations with a smaller 
step size Ay = 0.025 and ensuring that the improvement in 
accuracy obtained with the finer mesh was not significant 
enough to merit the additional computational time and cost 
for the prescribed accuracy. In the stream wise direction, a 
node-spacing of Ax = 0.05 was used along with an edge spec­
ification of ^ = 20 (AT =400) in the normal direction, which 
was found to be sufficiently thick to capture the boundary 
layer effects. However, to account for the increasing x deriv-

Table 1 Numerical results for the average Nusselt number as a function 
of the Prandtl number 

Pr 

0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 

Nu/y/Ws 

0.2378 
0.4146 
0.5790 
0.7270 
0.8620 
0.9864 
1.1022 
1.2108 
1.3134 
1.4108 

Pr 

1.0 
2.0 
3.0 
4.0 
5.0 
6.0 
7.0 
8.0 
9.0 
10.0 

Nu/y/El 
1.4108 
2.2046 
2.8186 
3.3388 
3.7994 
4.2180 
4.6058 
4.9706 
5.3122 
5.6418 

atives as the solution procedure was advanced toward the pole 
at x= 1, the mesh was refined by reducing Ax to 0.01, and to 
accommodate the thickening boundary layer the grid was en­
larged in the .y direction to 100 (NY= 2000). Both these changes 
were made past a chosen intermediate value of x0 = 0.80 beyond 
which the effects of the growing boundary layer were found 
to be significant. To avoid the singularity at the pole, the 
marching procedure was advanced only up to a certain max­
imum value of xmax = 0.99. Beyond this the flow was considered 
to be too close to the collision zone around the axis, x= 1, for 
the boundary layer form of the governing equations to be valid. 

The total heat transfer between the sphere and the fluid is 
characterized by the average Nusselt number (based on the 
sphere diameter), which from the symmetry of the problem 
can be expressed as 

-2i'(S dX (46) Nu 

y = 0 

where the dependence on the Prandtl number is implicit in the 
temperature gradient at the surface of the sphere. Once the 
temperature profiles at the different x locations are determined 
for a given Prandtl number, Pr, the numerical integration in 
Eq. (46) is carried out using Simpson's rule to fourth-order 
accuracy. The derivative in the integrand representing the tem­
perature gradient at the surface of the sphere is approximated 
from the numerical results for the temperature field by a for­
ward differencing scheme, which is of second-order accuracy. 

The numerical scheme was used to generate values of the 
average Nusselt number for Pr varying from 0.1 to 1.0 in steps 
of 0.1 and from 1.0 to 10.0 in steps of 1.0. These results are 
presented in Table 1. The implicit assumption that the thick­
nesses of the velocity and thermal boundary layers are of the 
same order of magnitude was considered invalid outside this 
range of Prandtl numbers. A plot of the boundary layer tem­
perature profiles for air (Pr = 0.7) has been presented in Fig. 
4 as a representative result of the temperature gradients driving 
the heat transfer in gases. 

A least-squares fit of the values of N U / V R 7 in Table 1 with 
the Prandtl number, Pr, gives a correlation to determine the 
heat transfer in this large R, case as, 

Nu 

/R, 
: 1.314 PrU0M for 0.1 < P r < 10.0 (47) 

In the Prandtl number range for gases a more appropriate fit 
is given by 

Nu 
:= 1.413 Pru-' for 0.6 < P r < 1 . 0 (48) 

A similar curve fit for the average Nusselt number (based on 
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1.0 

t 
Fig. 4 Boundary layer temperature profiles (Pr = 0.7) for the streaming 
flow on a sphere for large Rs. The dotted line from Eq. (41) represents 
the starting profile at 9 = 90 deg (for the remaining curves, the corre­
sponding angular locations, 0, in deg are shown on the figure) 

the diameter) of a circular cylinder has been extracted from 
the results of Davidson (1973, Fig. 9) for comparison as 

• " " " ",.0.731 fnr. n T^c- i ^ f^g\ = 1.388 PrUM1 f o r0 .2<Pr<1 .5 

and gives Nu values about 2 to 3 percent lower than Eq. (48). 

5 Closure 
The convective heat transfer rates due to acoustic streaming 

were determined for an isolated sphere in a standing sound 
field. After a comparison of the length scales involved in the 
problem, the governing equations of motion and energy were 
stated in Section 2. Based on the study by Riley (1966), some 
deductions and basic results for the time-periodic and time-
independent parts of the flow field were presented in Section 
3. The steady transport problem was treated for large streaming 
Reynolds numbers, Rs, in Section 4 and Nusselt number cor­
relations were developed for the case of Pr ~ 1. These are 
supplemented by brief analyses for the limiting cases of small 
and large Prandtl numbers in Appendix A. Where relevant, 
comparisons were made with the results obtained by Davidson 
(1973). A simple experiment is described in Appendix B and 
its results were found to confirm some of the predictions made 
earlier. The results of this work have been summarized in Fig. 
5. The details behind the results reported here may be found 
in a recent study by Gopinath (1992) wherein a scale analysis 
has also been performed to examine the role played by buoy­
ancy and viscous dissipation in influencing the heat transfer. 
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A P P E N D I X A 

Limiting Prandtl Numbers 

A.l Case of P r » 1. For large Prandtl numbers, the 
thermal boundary layer is very thin on the scale of the hydro-
dynamic boundary layer. The scale of the thermal boundary 
layer thickness, 5T, can be established by ensuring a balance 
of the diffusive and convective terms in the governing energy 
equation, Eq. (35), in which distances have been scaled with 
respect to 50. An order of magnitude analysis shows that a 
new balance is possible only if 5T/6O~PT'1/2 and for 80/a 
~RS"1 /2 , it follows that bT/a~Vx~l/i Rs~

1/2. Based on the 
above scalings the boundary layer variables appropriate to this 
region are 
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ij = r/VPr and ^ls (?}, /*)_ 
= VPr TJ/itfi, n) with 00(7}, /x) = </>0(ly,/i) (50) 

With the thermal boundary layer embedded within the velocity 
boundary layer the dominant contribution to the heat transfer 
comes from the streaming velocity present at the outer edge 
of the Stokes region. The velocity profile is linear to leading 
order in this inner thermal region and the structure of the 
transport is sought in expansions of the form 

fo,~W + O(Pr-1 / 2)and0V ) + 0(Pr"1 / 2) (51) 

It follows from the governing equations, Eqs. (9)-(12), that 
4>fs= 45/16 i}/x(l — /i2) and 0oo satisfies 

dij 
d(K>, 4>oo) 

d(rj, fi) 
(52) 

subject to the conditions: 0oo=l at i} = 0 and 0OO—O as 
i}-» oo. The above equation has an exact solution, 

3V5„ ( l V ) " 
V 0oo = erfc (53) 4 'V^K 

from which the average Nusselt number can be obtained as 

Nu 

VR^ 
Pr + 0(1) (54) 

A similar dependence had been obtained earlier by Davidson 
(1973, Eq. 78) and Richardson (1967, Eq. 13) as 

Nu 

VRJ 
Pr + 0(1) (55) 

for the heat transfer from a circular cylinder in this asymptotic 
limit of Pr » 1. It should be noted that the above analysis 
is restricted to thicknesses 8T » 5 (i.e., Pr « e~2) whereby 
the complex transport effects of the recirculatory Stokes region 
can be ignored. 

A.2 C a s e o f P r « l . For very small Prandtl numbers the 
changes in the temperature are more gradual and extend into 
a region beyond the scale of the velocity boundary layers. In 
this region, the steady tangential velocity is essentially non­
existent (exponentially small) and there is only an 0(eR71/2) 
radially inward steady drift velocity typical of boundary layer 
flows. It is only the convective effects due to this entrainment 
velocity that could possibly balance the diffusive effects in an 
outer thermal region external to the velocity boundary layer. 
An order-of-magnitude analysis shows that this outer thermal 
boundary layer region has a thickness ST—SO P r - 1 , which is 
large in comparison with 50 and yet small on the scale of the 
sphere radius, provided that P r » R 7 1 / 2 . The appropriate 
"slow" variable for this outer region is 

T) = »}Pr with 0O (*)./*) = $o<J), /*) (56) 

However, in an inner thermal region on the scale of the velocity 
boundary layer, thermal diffusive effects dominate and the 
variables originally defined in Eq. (17) are retained for this 
region. 

It can be shown that matching between the inner and outer 
thermal regions requires that an inner linear solution, 

0o = 1 + ^?Pr v„ (!x) + 0(Pr2) (57) 

couple with an outer exponentially decaying solution of the 
form 

[l + 0(Pr2)] (58) 

where I;M(AO = -di/^/d/x < 0 is a function describing the an­
gular distribution of the 0(eRJ1/2) steady radial entrainment 

velocity as rj— oo in the outer reaches of the streaming velocity 
boundary layer. The average Nusselt number can now be de­
termined from the temperature gradient in the inner thermal 
region according to 

N U ~" l , ( ^ + 0(Pr2) = 2Pr 
! • 

•>0 

(59) 

wherein the value of the function ^ ( A O (at each angular lo­
cation) is simply equal to v at the outermost radial node n = NY 
in the computational grid used to obtain the velocity field as 
described in Section 4.1. The integral in Eq. (59) above is 
subsequently evaluated numerically using Simpson's rule to 
fourth-order accuracy to yield 

Nu 
:=2.50Pr + O(Pr2) (60) 

which can be compared to the result obtained by Davidson 
(1973, Eq. 91), 

^ L = 2.71Pr + 0(Pr2) (61) 

for a circular cylinder in this asymptotic limit of P r « l . It 
should be noted that the above thermal boundary layer analysis 
is possible only for P r » R 7 1 / 2 ; for smaller Prandtl numbers 
diffusive effects dominate the heat transport. 

A P P E N D I X B 

A Simple Experiment 
In this section an experiment is described that was conceived 

to verify the prediction for the heat transfer rate from an 
isolated sphere in the presence of an acoustic signal typically 
used in the levitation process. With a voltage source connected 
to a thermistor bead, the objective of the experiment is to 
measure the convective heat transfer rate when the power dis­
sipated within the thermistor is balanced by the cooling action 
of the steady streaming motion induced by the standing sound 
field around the thermistor. A sufficiently small bead is chosen 
to ensure that buoyancy effects are negligible as per the cri­
terion identified by Gopinath (1992). At equilibrium, meas­
urements of voltage and current give the power being dissipated 
in the thermistor and transferred to the ambient. Assuming 
the bead to be isothermal at the temperature recorded by the 
thermistor, the average heat transfer coefficient and the av­
erage Nusselt number over the surface of the bead can be 
calculated from 

h = 
ird2 (Ts-T„)' 

Nu = -
hd 

(62) 

In the experiment, a thermistor bead was physically sus­
pended (by its lead wire) along the centerline of an acoustic 
levitation test cell of length 50.8 cm and of square cross section, 
6.35 cm on its side. The bead was held in place at an axial 
location (roughly equidistant from the end walls of the test 
cell) corresponding to the observed stable position of an acous­
tically levitated sample. This position corresponds (approxi­
mately) to the location of the velocity antinode (peak) of the 
plane standing sound field excited across the ends of the test 
cell. The bottom portion of the test cell comprising the acoustic 
drivers and transducers was fixed to the ground and connected 
to the appropriate controls. The test cell itself was completely 
covered by a well-lined and sound-proofed acoustic chamber 
to provide shielding from the loud acoustic signals used in the 
experiment. 

The experiment was conducted with a plane standing sound 
wave for one typical setting of the acoustic signal given by an 
SPL of 155 dB and a frequency of 1018 Hz. Equation (15) 
readily shows that this corresponds to a streaming Reynolds 
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Table 

J 
[mA] 
3.50 
3.60 
12.0 
4.23 
4.06 
5.60 

2 Experimental results along with their uncertainty values 

T - T 
[K] 
10.0 
10.8 
42.8 
14.5 
13.5 
21.8 

h 
[W/m2 K] 

159.40 
151.54 
125.59 
131.69 
136.04 
115.03 

Ah 

[W/m2 K] 
23.17 
20.48 
5.56 ' 
13.54 
14.93 
8.29 

Nu 

14.02 
13.32 
11.04 
11.58 

"11.96 
10.11 

A/vu 

2.04 
1.80 
0.49 
1.19 
1.31 
0.73 

number, Rs, of 157.8 for properties of air taken at an ambient 
temperature measured to be 22°C. The other fixed parameters 
in this experiment were the thermistor bead diameter (2.286 
mm) and the output of the voltage source (7.76 V). However, 
different power dissipation rates were tried in many runs of 
the experiment by allowing the thermistor to draw different 
amounts of current. Between each such run the test cell was 
flushed to dispel any accumulated hot air and introduce fresh 
air from the ambient. For each run the heat transfer rate, the 
heat transfer coefficient, and the Nusselt number were cal­
culated. The calculations accounted for radiative losses and 
power losses in the lead wire connecting the thermistor to the 
voltage source. These corrections were found to be minor and 

at worst resulted in a 5 percent reduction in the Nusselt number. 
Finally an estimate was made of the random errors in the 
measurements that propagated through to the final results. 
Uncertainties in the measurement of current, voltage, and tem­
perature were used to calculate the absolute uncertainties in 
the heat transfer coefficient and the Nusselt number. The re­
sults of this experiment are summarized in Table 2. The meas­
ured quantities in this table are the current and the temperature 
of the thermistor. The remaining values are the results of the 
calculations outlined above and include the estimated uncer­
tainties in these results. The other important parameters rel­
evant to this experiment are the frequency parameter, 
M2 = 532.3, and the amplitude parameter, e = 0.54. 

It is appropriate to compare the results from this experiment 
with the predictions made from the corresponding theory for 
the case of R s » 1, P r ~ 1 in Section 4.2. If the experimental 
result for the average Nusselt number from Table 2 were to 
be correlated in the form N U A / R ^ = C then it is a simple matter 
to show that corresponding to R^= 157.8 the constant C= 0.96 
for air. Comparing this with the computational results in Table 
1 against the Prandtl number for air, Pr = 0.7, the constant C 
is found to be 1.10. The good agreement is perhaps fortuitous 
and more detailed experiments with a better spread of data 
are required before being able to make any firm conclusions. 
However, the agreement is encouraging and further supports 
the correctness of the analysis in the previous sections. 
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Dewelopment of Oscillatory 
Asymmetric Recirculating Flow in 
Transient Laminar Opposing Mixed 
Convection in -a Symmetrically 
Heated Vertical Channel 
Detailed flow and thermal characteristics in transient laminar opposing mixed con­
vection in a vertical plane channel subject to a symmetric heat input are numerically 
in vestigated. First, a linear stability analysis was employed to evidence the occurrence 
of flow bifurcation. Then, the unsteady Navier-Stokes equations along with the 
continuity and energy equations were respectively integrated by a third-order upwind 
and power-law finite-difference scheme with the resulting matrices inverted by the 
Fast Fourier Transform and conjugated gradient methods. Reverse flow in the form 
of symmetric, elongated recirculating cells is initiated earlier and is stronger in a 
lower Prandtl number fluid with higher opposing buoyancy and Reynolds number 
and longer heated section length. At a high opposing buoyancy, sudden flow asym­
metry and oscillation occur simultaneously in a nearly steady flow after the initial 
transient. Periodic flow and thermal evolution are noted in space and time. An 
empirical equation for the condition for inducing flow oscillation is proposed. 

Introduction 
Fundamental understanding of buoyancy-induced laminar-

turbulent flow transition is important in the basic study of 
fluid dynamics and in the optimal design of thermal-fluid de­
vices in various engineering systems. The study of the laminar-
turbulent transition in pressure-driven flow, extensively ex­
plored in the past, indicates that in the early stage of the 
transition, two-dimensional waves appear and later spanwise 
variations become important. In the meantime the flow exhibits 
changes from periodic to aperiodic and later to chaotic fluc­
tuations. In an initial attempt to elucidate the buoyancy-in­
duced transitional flow, this study investigates the detailed 
unsteady, two-dimensional flow and thermal characteristics in 
a symmetrically heated vertical channel flow through a rigorous 
numerical simulation. 

It has long been known that buoyancy can have significant 
effects on the forced fluid flow and heat transfer in a vertical 
plane channel. Specifically, recirculating flow occurs when the 
opposing buoyancy force is strong enough to reverse the di­
rection of the forced flow. In aiding flow at a high Gr/Re2, 
the flow near the walls is accelerated to a very high speed, 
causing the flow reversal in the central portion to maintain the 
mass conservation at every cross section of the channel. In 
general, an opposing buoyancy is more likely to induce flow 
reversal. Due to the existence of inflection points in the velocity 
profiles, the recirculating flow is very unstable according to 
the theory of the boundary layer flow stability (White, 1974). 
The flow is then prone to instability and becomes transitional. 
In fact, velocity and temperature oscillation are rapidly ampli­
fied at a large T when the opposing buoyancy is high. The flow 
soon becomes unstable and transitional, and it is essentially 
three dimensional. Experimental investigations on the insta­
bility and transition of the mixed convection in vertical tube 
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1990; revision received October 1992. Keywords: Flow Instability, Mixed Con­
vection, Transient and Unsteady Heat Transfer. Associate Technical Editor: F. 
P.Incropera. 

were conducted by Scheele et al. (1960), Scheele and Hanratty 
(1962, 1963), Lawrence and Chato (1966), and Zeldin and 
Schmidt (1972). Interestingly, Scheele and Hanratty observed 
unsteady and asymmetric flow shortly after the appearance of 
the flow reversal at a high opposing buoyancy. However, the 
detailed flow and thermal characteristics in this unsteady three-
dimensional flow are still poorly understood. 

Up-to-date reviews on the internal mixed convection were 
recently conducted by Incropera (1986), Aung (1987), and Geb-
hart et al. (1988). In what follows the relevant literature on 
the recirculating mixed convection is briefly reviewed. 

Steady fully developed and developing mixed convection was 
treated by Tao (1960) and Quintiere and Mueller (1973). The 
numerical solution for aiding mixed convection of air from 
Habchi and Acharya (1986) shows that the air temperature 
increases with Gr/Re2 and the Nusselt number decreases mon-
otonically. A similar study was carried out by Aung and Worku 
(1986a), showing that buoyancy force can cause a severe dis­
tortion in the velocity profiles especially under asymmetric wall 
heat condition. An investigation for flow with unequal wall 
heat fluxes (Aung and Worku, 1987) indicates that flow re­
versal is prone to occur in uniform wall temperature situation. 
In particular, no flow reversal is predicted for Gr/Re up to 
500. Low Peclet number mixed convection in a short channel 
was examined by Chow et al. (1984). Various axial length scales 
to distinguish regions of different convective mechanisms were 
discussed by Yao (1983). 

Recirculating flow and heat transfer in steady laminar op­
posing mixed convection in a vertical flat duct were examined 
by Cebeci et al. (1982). Criteria for the presence of reverse 
flow have been derived for mixed convection in vertical ducts 
(Aung and Worku, 1986b) and in inclined ducts (Lavine, 1988). 
Through detailed numerical simulation, Ingham et al. (1988a, 
b) noted that poor heat transfer results for flow retarded by 
an opposing buoyancy force, but for a large and negative Gr/ 
Re2 heat transfer is rather effective. In fact, heat transfer is 
greatly improved over the section containing strong reverse 
flow. 
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Visualization of recirculating flow in steady aiding and op­
posing mixed convection in vertical or inclined ducts was re­
cently conducted by Morton et al. (1989), Lavine et al. (1989), 
and Ingham et al. (1990). The corresponding numerical analysis 
was performed by Heggs et al. (1990) including heat conduction 
in the wall. 

Regarding the unsteady mixed convection in a vertical tube, 
Shadday (1986) numerically predicted the flow reversal for 
Re =100 and Gr>105 and unstable flow at Re =100 and 
Gr= 106. In the analysis the heat capacity of the wall is not 
included. This is inappropriate, especially during the transient 
stage, as evident from the studies of transient pure natural 
convection (Joshi, 1988) and forced convection (Sucec and 
Sawant, 1984; Sucec, 1987; Lin and Kuo, 1988) in the channel. 
In an attempt to delineate the transient internal mixed con­
vection, Lin et al. (1991) investigated the unsteady laminar 
mixed convection of air in a vertical flat duct with a low Gr/ 
Re so that no flow reversal occurs. 

Despite the extensive study on steady mixed convection in 
vertical channels that has been carried out in the past, relatively 
little attention has been paid to investigating transient unstable 
thermal and flow characteristics in internal mixed convection 
flow, especially during the process of flow reversal. Through 
a detailed numerical simulation, we aim to examine these char­
acteristics in a forced flow under strong opposing buoyancy. 

The physical model under consideration and the coordinates 
chosen are depicted in Fig. 1. As shown in the figure, a parallel 
plane channel of wall thickness 5 and interplate spacing b is 
oriented along the gravitational direction. The dimension of 
the channel walls perpendicular to the x-y plane is very large, 
so that the flow can be considered as two dimensional. A 
downward flow enters the channel at temperature Te in the far 
upstream region, x— - oo. Initially, the flow and the confining 
walls are at the same uniform temperature Te. At time t = 0, 
uniform and equal heat fluxes are respectively imposed on the 
left and right walls over the finite length (0<*<l ) and main­
tained at these levels thereafter. Upstream and downstream of 
the heated section (x<0 or x>H) the channel is well insulated. 
Flow is assumed to reach the fully developed state prior to 
moving into the region of significant heat transfer. Only buoy­
ancy-opposing flows will be examined since flow reversal fre­
quently appears under this situation. Particular attention is 
paid to examining the unsteady oscillatory flow and heat trans­
fer characteristics during the development of recirculating flow. 

f u l l y - d e v e l o p e d u T 
v e l o c i t y p r o f i l e e 

i n su l a t ed 

Fig. 1 Schematic diagram of the physical system 

Mathematical Formulation 
Basic nondimensional equations of the unsteady two-di­

mensional combined convection of a Boussinesq fluid through 
a vertical channel with the possible presence of flow recircu­
lation are 

dU dV 
— + — = 0 
3X dY (1) 

Nomenclature 

wall-to-fluid heat capacity 
ratio 
channel width 
body force 
complex speed of wave 
specific heat at constant 
pressure 
gravitational acceleration 
Grashof number 
convection heat transfer 
coefficient 
thermal conductivity of 
fluid 
wave number 
dimensional and dimen-
sionless length of the di-
rectly heated section 

Nu, Nu = local and average Nussselt 
numbers 
dimensional and dimen-
sionless pressure 
dynamic (motion) pressure 

b 
B 
c 

CP 

g 
Gr 

h 

k = 

kx 

i,L 

P,P = 

Pe = Peclet number = Re • Pr 
Pr = Prandtl number 
q" = heat flux 
Re = Reynolds number 

t, T = dimensional and dimen-
sionless time 

T, 6 = dimensional and dimen-
sionless temperatures 

u, v = velocity components in x 
and y directions 

U, V = dimensionless velocity 
components in X and Y 
directions 

V = velocity vector 
V = dimensionless velocity dis­

turbance in Y direction 
x, y = Cartesian coordinates 

X, Y = dimensionless Cartesian 
coordinates 

a = thermal diffusivity 
(3 = coefficient of volumetric 

thermal expansion 

AX = 
AT = 

5 = 

e = 

v = 
P = 

Subscripts 
b = 
e = 

i,j = 

I = 
r = 

w = 
x = 

Superscripts 
n = 
* 

grid size in X direction 
time interval 
thickness of the channel 
wall 
dimensionless temperature 
disturbance 
kinematic viscosity 
density 

quantity of basic flow 
entrance plane 
indices in x and y direc­
tions 
on the left wall 
on the right wall 
on wall 
local quantity 

time step 
predicted value 
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dU dU dU dP_ Ch_ 

' 3X+ Re2 

dP 

Re 
dlU 

> + -
lu 

dXL 3YZ 

3V 3V dV —+u—+v—= -—+— 
dr 3X dY dY Re 

d2V d2V 

dX2 + dY2 

36 dd dd 1 —+u — + v—= 
dr 3X dY R e - P r 

d26 d2d 

dX2 + dY2 

and the associated initial and boundary conditions are 

forr=0 

a t X — < » , U=6(Y-Y2), V=0, 6 = 0 

for T>0 

a t A r - - o o , t / = 6 ( y - r ) , K=0, 9 = 0 

at A'—oo, 
3U dd 
— = 0, V=0, — = 0 
dX dX 

dd dd 
at 7 = 0 , U=V=0,A-- — = 

or oY 

dd 36 
at Y=l, U=V=0, AT + — = . 

or or (o otherwise 

1 for 0<X<L 

0 otherwise 

1 for 0<X<L 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

Note that in the opposing mixed convection the parameter G r / 
Re2 , which signifies the relative strength of the buoyancy to 
inertia forces, is negative. The effects of the wall heat capacity 
are accounted for in Eqs . (8) and (9). The above equations are 
written in terms of the following nondimensional variables: 

X=x/b, Y=y/b, L = l/b 

U=u/ue, V=v/ue, T=t/{b/ue) 

6 = {T-Te)/(q"v b/k), P=p/pu2
e 

Re = ueb/v, Gr = g$q"vb*/{kv2), 

Vr = v/a, A=PwCpw,5Re-Pv 

(10) 

p cpb 

The local and space-averaged Nusselt numbers on the left and 
right channel walls can be evaluated from the equations 

Nu, 

Nu, 

and 

, 3T 

hyb ^ 

k Tw — 

, 3T 
k^r hr-b

 &y 

y=o b 

Te k 

y=b b 

K 1 w 1 e K 

m=[ 1 Nu dX 
Jo 

1 36 

'6 3Y 

1 96* 

6 3Y 

(11) 

(12) 

(13) 

Solution Method 

To simulate the complicated oscillatory flow accurately, a 
higher order numerical scheme is needed. After testing a num­
ber of schemes such as SIMPLE, SIMPLER, QUICK, MAC, 
etc., the projection method developed by Chorin (1968) and • 
Temam (1968) was chosen to solve the time-dependent gov­
erning equations in their primitive form with three interlacing 
staggered grids, respectively, for the horizontal and vertical 
velocity components and all scalar variables. The positions of 
the grid points and their spacings are chosen such that the 
fluid boundaries lie on the nodes for the velocity components. 
This fractional step method consists of two steps. First, a 
provisional value V* is explicitly computed for velocity field 
ignoring the pressure gradient, 

V — V" 1 
+ A-(\")- V 2 V " - B = 0 

AT Re 
(14) 

where A• (V") is the convective term, A-(V) = (V• V)V, Re is 
the Reynolds number of the flow, and B is the buoyancy force. 
Then, the provisional velocity field V is corrected by including 
the pressure effect and by enforcing the mass conservation at 
time step n + 1, 

y " + l _ V * 
+ VP" + 1 = 0 (15) 

AT 

and 

V-V"+ 1 = 0 (16) 

Substituting Eq. (16) into Eq. (15) yields the Poisson equation 
for pressure, 

V 2p"+1 = _L y . y * 
AT 

(17) 

In discretizing the above equations, centered difference is 
used to approximate all the derivatives except the convective 
terms. To enhance numerical stability and to yield accurate 
results for the complicate flow and thermal evolution studied 
here, a third-order upwind scheme developed by Kawamura 
et al. (1985) is employed to discretize these convective terms. 
For instance, in the X-direction momentum equation one of 
the nonlinear term is written as 

/ 
3U_ 

3X =fr 
•Ui+2 + 8£/,+ , - 8 t / , _ , + C/,-2 

12 AX 

, , , , t / ,+2-4t / ,+ i + 6 t / / -4 t / , - i + t/,-2 „ „ 
+ W ^ (18) 

Time advancement may be done either implicitly or explic­
itly. The first-order Euler explicit scheme was employed since 
it was easy to implement. It has a much lower computational 
cost per time step, and requires much less computer memory 
allocation than any equivalent implicit implementation. We 
also found that the first-order scheme was sufficiently accurate 
to resolve the smallest physical time scale. The stability of the 
scheme limited by the requirement that the Courant number 
be less than unity (Anderson et al., 1984) was found to be 
governed by the grid spacing normal to the confined walls. 
The step selected to comply with the above stability limitation 
was smaller than that required to resolve the largest frequency 
appears in the flow considered. The sequence of numerical 
operation is as follows: 

1 Explicitly calculate V* from Eq. (14). 
2 Solve the pressure Eq . (17) for P"+l by the Fast Fourier 

Transform (FFT) method (Wilhelmson and Erichsen, 
1977). This direct solution method is relatively accurate 
and, in fact, it was noted that the mass imbalance for 
every computat ional cell compared with the inlet mass 
flow rate is all below 10" 7 . Fur thermore , the residual for 
each discretized equation of each node is found to be less 
than 10" 7 . 

3 Explicitly calculate the desired velocity field at the new 
time step, V + 1 , from Eq. (15). 

Various schemes were used to discretize the energy equation. 
The power-law scheme developed by Patankar (1980) was found 
to be most satisfactory with the time derivative treated im­
plicitly. The FFT method was not used to invert the discrete 
energy equations due to the presence of the Gibbs phenomenon 
(Canuto et al., 1988) associated with the step change in the 
boundary conditions for the energy equation, Eqs. (8) and (9). 
By employing the Conjugate Gradient Squared method 
(Sonneveld, 1989) to solve the resulting finite-difference equa­
tions, the temperature field at every time step can be calculated 
to a very high accuracy. In fact, the convergence criteria that 
the relative error in temperature between two consecutive in-
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Table 1 Comparison of U and 0 for various grid arrangements for 
Re = 500, Pr = 0.72, Gr/Re2= -1 .2 , L = 10, and A = 0 at various time in­
stants 

II-

e 

280x24 

280x32 

280x40 

320x32 

280x24 

280x32 

280x40 

320x32 

10 

0,5853 
0.9219 

0.5840 
0.9239 

0,5836 
0.9223 

0,5839 
0,9238 

0.07700 
0.04555 

0.07680 
0.04510 

0.07691 
0.04531 

0.07685 
0.04514 

X=5 

T 

20 

0.5314 
0.9014 

0.5294 
0,9033 

0,5291 
0,9017 

0.5294 
0.9034 

0.1124 
0.06686 

0.1123 
0.06633 

0.1125 
0.06666 

0.1123 
0.06620 

30 

0.5263 
0.9003 

0.5244 
0.9023 

0.5242 
0.9006 

0.5245 
0.9025 

0,1181 
0,06953 

0,1179 
0,06888 

0,1180 
0,06923 

0,1176 
0.06863 

10 

0.5656 
0.9006 

0.5642 
0,9022 

0.5637 
0.9009 

0,5643 
0,9021 

0.07914 
0.05086 

0.07938 
0.05036 

0.07945 
0.05051 

0.07939 
0.05038 

X=10 

T 

20 

0.3997 
0.7906 

0.3964 
0.7898 

0.3967 
0.7891 

0.3963 
0.7896 

0.1408 
0.1014 

0,1409 
0,1012 

0,1410 
0,1014 

0,1409 
0.1013 

30 

0.3274 
0.7485 

0.3234 
0.7440 

0.3241 
0.7437 

0.3232 
0.7437 

0.1724 
0.1291 

0.1730 
0.1292 

0,1731 
0.1294 

0.1729 
0,1293 

100 

0.2803 
0.7181 

0.2763 
0.7166 

0.2775 
0.7167 

0.2762 
0.7164 

0.1931 
0.1494 

0,1943 
0.1500 

0.1944 
0,1499 

0.1939 
0,1500 

Note: The upper and lower rows are respectively for Y=0.14 and 0.2. 

teractions is set below 10-8 and the residual of the discretized 
energy equation is set below 10"5 are enforced for every node 
at every time step. This method of solving the energy equation 
is further supported by noting that the overall energy balance 
for the channel is satisfied within 0.1 percent. 

Due to the elliptical nature of the flow, an extended com­
putational domain was employed, including the directly heated 
section (0<X<L) and the insulated sections immediately up-
stream and downstream of it, as depicted in Fig. 1. The ex­
tended domains in the insulated sections must be long enough 
so that the obtained solution is independent of their sizes. In 
the program test it was observed that over the ranges of the 
governing parameters to be considered, the upstream and 
downstream extended regions should each have length L and 
2L. In view of the symmetry in the flow and thermal conditions 
with respect to the center plane at Y= 1/2, only the left or 
right half domain should be used. The experimental measure­
ment from Scheele and Hanratty (1962), however, indicates 
that in the transitional stage the flow is no longer symmetric. 
Thus the entire domain is used to allow for the possible presence 
of asymmetric flow. A uniform grid system is placed in the 
whole computational domain. In the X-direction 280 grid lines 
are used, while in the Y direction 32 grid lines are employed. 
Meanwhile, a uniform time step limited by the requirement 
that the Courant number be less than unity is used. Compu­
tation is started immediately after the sudden imposition of 
the heat fluxes on the channel wall at T = 0. It is terminated 
when the steady state is reached, which is detected by the 
relative changes in U, V, and 6 over 1000 time steps being less 
than 10"5. For the cases without steady state at high Gr/Re2, 
the basic equations are integrated until we obtain periodic 
solution. 

Considering the complicated fluid flow to be simulated here, 
a stringent program test is conducted. First, the predicted ve­
locity profile at the exit of the computational domain (X= 3L) 
where the buoyancy exhibits negligible effects agrees with the 
exact fully developed velocity profile U= 6(Y- Y2) to six digits 
after the decimal point. Next, excellent agreement with the 
results of Aung and Worku (1987) is noted for the wall tem­
perature distributions for the cases without flow reversal for 

Table 2 Comparison of 0 and U fluctuation for various grid arrange­
ments at (5, 0.2) for Re = 500, Pr = 0.7, Gr/Re2 = -4 .0 , Z. = 10, and A = 0 

Grid 

280x24 

280x32 

280x40 

320x32 

280x32° 

f r e q u e n c y 

0.02248 

0,02169 

0.02111 

0.02089 

0.02183 

t e r 

max. 

0,2827 

0.2860 

0.2922 

0,2887 

0.2864 

magnitude 

pera~ture 

nin. 

0.07327 

0.07442 

0,07766 

0.07458 

0.07430 

ve 

max. 

1.0909 

0.9088 

0.9256 

0.9230 

0.9051 

l o c l t y 

mln. 

-0.8270 

-0.9150 

-0.9209 

-0.9267 

-0.9119 

ai-time step is reduced by half 

low Gr/Re . Then, it is observed that the predicted steady fully 
developed velocity profiles for a long heated section (L > 70) 
differ from the exact solution of Lavine (1988) by less than 1 
percent. Finally, a grid test is carried out. A comparison of 
the result for some flow and thermal characteristics from such 
a test for the case with Re = 500, Pr = 0.72, Gr/Re2 = -1.2, 
L = 10, and A = 0 is shown in Table 1 for the entire transient. 
Furthermore, we compare in Table 2 the periodic flow and 
thermal characteristics at large T for the case with higher op­
posing buoyancy at Gr/Re2 = - 4 in which the flow does not 
approach steady state. Reasonable agreement between the re­
sults from various grids is noted. Further comparison is made 
by directly comparing the predicted periodic temperature var­
iations with time at a given location at large T. It is noted that 
the phase difference between the results from the 280 x 32 and 
320 x 40 grids is small. The 280 x 32 grid is therefore considered 
to be suitable for the present study and will be used in the 
subsequent computation. The above program test indicates 
that the adopted solution procedures are suitable for the pres­
ent study. 

Onset of Instability 
To investigate the flow stability mentioned earlier, a linear 
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stability analysis was carried out for the limiting case of the 
heated section being relatively long. In this limiting case the 
analytic fully developed velocity and temperature distributions 
given by Lavine (1988) can be used for the basic flow (Ub, Vb, 
6b). The procedures adopted here resemble those described by 
White (1974). The disturbance equation is obtained by sub­
tracting the equations for the basic flow from the instantaneous 
flow equations, and then eliminating the pressure from the 
resulting equations. Neglecting the nonlinear terms and as­
suming the disturbances as two dimensional with the general 
from 

</>'=£( Y) • expO*, ( * - c r ) ) (19) 

where /, kx and c are, respectively, the square root of - 1, the 
wave number, and the complex wave speed, one arrives at the 
equations governing the amplitudes of the Y component dis­
turbed velocity V and temperature & 

d2V 
2k\—2 + k\ V+iki Re \k\ Ub + 

dY 

dlUL 

dY2 V 

Uhd¥- • ^ 2 §] =ickx Re(kj V 
Re 

„ d2V 
dY-

dY ki 

Ped^-^2+kte 
dX dY1 

+ iki Ub Pe 6 = iki c Pe 9 

subject to the boundary conditions 

dV(0) dV(\) n d§{0) dO{\) 

(20) 

(21) 

K(o)=ni)=- dY dY dY dY 
0 (22) 

The above eigenvalue problem was solved by expressing Kand 
8 as the Mh degree Chebychev polynomials and then discretize 
the equations by the collocation method (Canuto et al., 1988). 
The resulting eigenmatrix is solved by the IMSL subroutine 
EIGZC. The above procedure was first tested for the limiting 
case of the Orr-Sommerfeld equation (Orszag, 1971). Excellent 
agreement is noted. 

The predicted neutral stability curves are shown in Fig. 2 
for air and water flowing in a long heated channel with Re 
ranging from 100 to 500. Note that the region on the left of 
a given curve is unstable for that case. The results indicate 
that the critical I Gr/Re21 decreases with increasing Reynolds 
number. Besides, the critical I Gr/Re21 increases rapidly at high 
and low wave numbers especially for air. These critical values 
are much smaller than the value of the critical I Gr/Re21 for 
the appearance of flow oscillations from directly solving Eqs. 
(l)-(4), as will become clear later. These differences can be 
attributed to the finite heated section length in the direct nu­
merical simulation and to the fact that the lower bound is 
predicted in the linear stability analysis (White, 1974). 

Results and Discussion 
The foregoing problem formulation indicates that the tran­

sient mixed convection in the vertical channel is governed by 
five nondimensional parameters: Prandtl number Pr, Reynolds 
number Re, ratio of buoyancy to inertia force Gr/Re2, wall-
to-fluid heat capacity ratio A, and length of the heated section 
L. Computations will be carried out over wide ranges of these 
parameters. Particularly, both air (Pr = 0.72) and water 
(Pr = 7.0) will be considered with Re varying from 250 to 1000, • 
Gr/Re2 from 0 to - 4 , A from 0 to 100, and L from 10 to 15. 
Although many computations have been performed, in what 
follows only a sample of results will be presented to illustrate 
the detailed flow and thermal characteristics during the evo­
lution of the unsteady recirculating flow at high Gr/Re2. 

Effects of Gr/Re2 are examined first. Results for the cases 
with Pr = 0.72, Re = 500, L = \Q, andy4=0 with various Gr/ 
Re2 indicate that at a low opposing buoyancy (IGr/Re21 < 1) 
the flow is unidirectional and no reverse flow exists in the 

1 2 

- 2 

Gr/Re 

k , 2 

(b) Water (Pr=7 .0) 

-0.6 -0.3 

Gr/Re 
Fig. 2 Neutral stability curves for (a) air (Pr = 0.72) and (b) water (Pr = 7.0) 

channel. The flow and heat transfer in it are simple and quickly 
reach steady state, as observed in our previous study (Lin et 
al., 1991) for transient mixed convection in a boundry layer 
flow. When Gr/Re2 is raised to - 1.2, weak recirculating flow 
is seen. A pair of elongated cells appear near the exit of the 
directly heated section at T = 30, which grow gradually and are 
symmetric with respect to the centerline Y= 1/2. At T = 100, 
steady state is reached. It is of interest to note that increasing 
Gr/Re2 slightly to - 1.25 causes the flow to become oscillatory 
at large T. 

To delineate the formation of reverse flow and the occur­
rence of the oscillatory flow at large T, we present the results 
for a typical case with Gr/Re2 = - 2 in great detail. Figure 3 
shows the predicted temporal evolution of the streamlines and 
temperature contours in the flow for Gr/Re2 = - 2 , Pr = 0.72, 
Re = 500, L = 10, and A = 0 from the initiation of the transient 
at T = 0 to the final periodic oscillatory state. These results 
clearly indicate that at this higher opposing buoyancy, the 
reverse flow appears earlier and is much stronger. At T = 40 , 
a symmetric pair of large and strong recirculating cells is al­
ready seen in the lower half of the heated section (Fig. 3(a)). 
These cells grow slowly. It is of interest to note that at T = 210 
the cells become asymmetric. They move back and forth in 
the longitudinal direction. This change from a symmetric to 
an asymmetric flow was suggested in the experiment of Scheele 
and Hanratty (1962). Later at T > 2 3 0 , a new cell is induced 
and the flow stream in the central region is sinuous. Finally, 
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(d) 
389.6 

X=0 

x=io-

(f) 
450.4 

Fig. 3 Streamlines and isotherms in the flow for Re = 500, Pr = 0.72, 
Gr/Re2 = - 2 , L = 10, and A = 0 at various time instants. The values of 
stream-function contours are in the set I -0 .02, 0.2, 0.4, 0.6. 0.8, 1.02] 
and the increment is 0.058 thereafter without noting. 

(h) 
491.2 

8.00 r 

Z ) 1.00 

0.20 r 

CD 0.10 

0.00 

Left plate 

Right plate 

6.00 r 

Y = 0.859 

: x = i o 

:|y———— 
\ i 

Y=. 

i i > i 

Y=0 

V ;' 

= 0.2 

141 

, i , 

Y=0.859 

\ 

v= 
0.00 200.00 400.00 600.00 

Fig. 4 Time samples of Nu for left and right plates, 6 and U at selective 
locations for Re = 500, Pr = 0.72, Gr/Re2 = - 2, L = 10, and A = 0 

the flow reaches a periodic state. This periodic flow evolution 
is illustrated in Figs. 3(d-h). To examine the flow asymmetry 
and oscillation in more detail, Fig. 4 displays the time traces 
of the vertical velocity and temperature at two sets of symmetric 
points with respect to the center plane (7= 1/2) at the exit 
plane of the heated section (X= 10) along with the transient 

0.00 
0.00 

Y=0.859 

100.00 200.00 300.00 400.00 500.00 

Fig. 5 Time samples of Nu, U and 0 for the four locations at X= 5 for 
the same case as those in Fig. 4 

average Nusselt number distributions at the left and right plates. 
These results clearly reveal that for r<200 the flow and heat 
transfer are symmetric. Flow and thermal asymmetry is clearly 
seen around r = 205 at all these detection points. It is important 
to point out that at the onset of flow asymmetry we also note 
the inception of flow and thermal fluctuations. Immediately 
after the fluctuations are initiated, they become rather signif­
icant. This sudden change from a nearly steady to an unsteady 
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- 1 

8.00 

200 250 

Time 

300 

Fig. 6 Temporal force balance at the two symmetric locations for 
Re = 500, Pr = 0.72, Gr/Re2 = 2, L = 10, and A = 0 

flow, a characteristic of subcritical transition, is consistent with 
the observation of Scheele and Hanratty (1962). Note that when 
U is at a peak at one point, at the corresponding symmetric 
point t/is nearly at a valley, implying that (/is almost out of 
phase at the symmetric points. However, (/is in phase for the 
points at the same side of the center plane at Y= 1/2. Similar 
results are noted for the temperature signals. Similar time traces 
are given in Fig. 5 for locations at the midheight (X=5). The 
U and 6 oscillations at these locations have the same frequency 
as those at X= 10. Again, both (/and 8 at the symmetric points 
show a phase angle of approximately 180 deg. Inspecting the 
results for T < 2 0 0 discloses that the flow is relatively steady 
except in the initial transient due to sudden heat flux input at 
T = 0. But, in fact, these curves possess small fluctuations for 
T<200 by checking with the numerical data. However, for 
I Gr/Re21 < 1.2 no fluctuation is found in these curves even at 
large T. 

It is essential to understand the reason why a nearly steady 
flow over a long period of time can evolve into an asymmetric 
oscillatory flow. To provide the clue, we scrutinize the force 
balance during the transient. Figure 6 shows the temporal 
variations of all the forces in the ̂ -direction momentum equa­
tion at the corresponding symmetric points (10, 0.2) and (10, 
0.8). First, we note that at these locations the flow is dominated 
by the pressure, buoyancy, and inertia forces, which have 
invisible variation with time, and they balance each other to 

0.05 

0.00 

0.00 100,00 200.00 300.00 400.00 

Fig. 7 Time traces of Nu, U and 0 for Re = 500, Pr = 0.72, Gr/Re2 = - 4, 
1 = 10, and 4 = 0 

a good degree to result in a nearly steady flow (dll/dr—0) for 
6 0 < T < 2 0 0 . Secondly, focusing the results around T = 205, we 
observe slight deviation in the inertia forces, U(dU/dX) and 
V(dU/dY), from their respective nearly steady values. These 
deviations then cause the deviations in the pressure and buoy­
ancy forces, -dP/dX and - Gr/Re2 -6. A little later larger 
variations in these forces ensue. Around T = 220 these forces 
cannot balance each other, causing the unsteady term dU/dr 
to deviate significantly from zero and obviously resulting an 
unsteady flow. Besides, the viscous force (d2(//d Y2)/Re begins 
to fluctuate at this instant. From now on all the forces except 
(d2U/dX2)/Re start to exhibit substantial changes with time by 
comparing the corresponding curves in Figs. 6(a) and 6(b). 

The results in Fig. 6 seem to suggest the following processes 
for the flow instability. At a high opposing buoyancy, the 
velocity profiles are highly distorted due to the presence of 
strong reverse flow. According to the stability theory (White, 
1974), these velocity profiles are very unstable. Through the 
nonlinear interactions in the inertia terms, U(dU/dX) and 
V(dU/dY), significant fluctuations are induced. The flow 
asymmetry, intimately accompanying the flow oscillation, ap­
pears to result from the symmetry-breaking process (Crawford 
and Knoblock, 1991). The details of the process are not clear, 
but it is normally attributed to the nonlinear interaction proc­
esses in the flow and occurs in the early stage of the transition 
from laminar to turbulent flows (Paolucci and Chenoweth, 
1989). More innovative research is need in this area. 

Raising the opposing buoyancy further to Gr/Rej=_- 4, we 
note, by contrasting the time samples of U, 6, and Nu in Fig. 
7 with those of Fig. 4, that the flow is reversed earlier, the 
reverse flow is stronger, and the cells are larger, extending 
further upstream and downstream. Moreover, the flow asym-
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x=o 

X=10 

Fig. 8 Streamlines and temperature contours in the flow for Re = 500, 
Pr = 0.72, Gr/Re2 = - 4, L = 10, and A = 0 

metry and oscillation are initiated earlier. The oscillatory flow 
has higher amplitude and frequency. A number of high-fre­
quency wave packets exist in the low-frequency cycles in the 
time histories of U and 6. These fluctuating flow and thermal 
characteristics clearly indicate that under the strong action of 
the opposing buoyancy, the flow has become rather unstable 
although it is still laminar. Also note that the flow becomes 
quasi-periodic. Intense wave activity takes place in the flow. 
Comparing the flow and thermal fields for a complete quasi-
periodic cycle in Fig. 8 with those in Fig. 3 for Gr/Re2 = - 2 
reveals that at a higher opposing buoyancy more recirculating 
cells are induced and the flow stream in the core region swings 
intensively in the Y direction, as the oscillatory wake behind 
a circular cylinder. 

Next, the effects of the Reynolds number are studied. Results 
for a higher Reynolds number (Re= 1000) with other param­
eters fixed (Gr/Re2 = - 2 , Pr = 0.72, L = 10, and ,4 = 0) are 
illustrated in Fig. 9 for the time records of U, 6, and Nu again 
for two pairs of symmetric points. Comparing these results 
with those in Fig. 4 for Re = 500 indicates that increasing the 
Reynolds number to 1000 causes a slightly earlier appearance 
of the flow asymmetry and oscillation at T= 178. Besides, it 
is noted that after a number of oscillatory cycles the flow 
gradually approaches steady state but it remains asymmetric. 
Therefore we have steady asymmetric flow in the channel at 
large T, reflecting that an asymmetric solution is possible for 
the flow equations subject to symmetric initial and boundary 
conditions in a symmetric domain. This situation is unusual. 
Inspecting the flow field evolution reveals that the reverse flow 
is stronger in the initial stage of the transient before the os­
cillation occurs. As the flow begins to oscillate, more secondary 
cells are induced. Some of these cells disappear with time 
elapsed. 

The length of the heated section is expected to have impor­
tant effects since the flow acted by the buoyancy over a longer 
distance would be modified to a greater degree. The computed 
results, when collated with those in Fig. 4 for L = 10, suggest 
that an increase in the heated section length causes earlier 
appearance of the reverse flow and flow asymmetry and fluc­
tuation. Additionally, the oscillation frequency is higher. A 
comparison of the periodic flow patterns at large T shown in 
Fig. 10 with those in Fig. 3 for L= 10 indicates that similar 
patterns are noted for different L except that more secondary 
cells exist in a channel with a longer heated section. 
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I z 7-00 
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Fig. 9 Time traces of Nu, U, and 0 for Re = 1000, Pr = 0.72, Gr/Re2 = - 2 , 
L = 10, and/l = 0 

Buoyancy effects in water flow are of interest since it is a 
common coolant in various heat transfer devices. Computa­
tions have been carried out for water (Pr = 7.0) with various 
Gr/Re2 at fixed Re (= 500), L (= 10), and A (= 0). It is noted 
that for I Gr/Re21 < 2.5 no flow fluctuation is detected and the 
flow approach a steady state. Figure 11 presents the time rec­
ords of U and 6 at locations (10, 0.141), (10, 0.2), (10, 0.8), 
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(b) 
855.6 

(d) 
903.2 

X=0 

X=15 

Fig. 10 Streamlines and isotherms in the flow over a complete period 
for Re = 500, Pr = 0.72, Gr/Re2 = - 2, L = 15, and A = 0 

and (10, 0.859) and Nu at the channel walls for Gr/Re2 = - 4 . 
Contrasting these results with those in Fig. 7 for air (Pr = 0.72) 
discloses that in a higher Prandtl fluid the reverse flow is weaker 
and its appearance is delayed. In addition, the flow asymmetry 
and oscillation appear at a later time and the oscillation am­
plitude and frequency are smaller. A careful inspection of the 
onset of flow oscillation at different locations indicates that 
flow near the central region starts to fluctuate at an earlier 
time. Besides, the flow and thermal asymmetry is less signif­
icant. The temporal evolution of the corresponding flow and 
thermal fields indicates that the flow is only slightly affected 
by the small recirculating cells, but the distortion of the iso­
therms by these cells is clearly seen. 

Finally, the effects of the wall heat capacity are investigated. 
An increase in the wall-to-fluid heat capacity ratio primarily 
causes the whole momentum and heat transfer processes to 
slow down with slight modification in the detailed flow and 
thermal characteristics. In particular, at a higher A the forced 
flow is reversed at a later time and the oscillation frequency 
is lower with the same oscillation amplitude. However, the 
overall flow evolution is similar for various A. 

In addition to the above detailed flow and thermal char­
acteristics, results for the time variations of the local Nusselt 
number over the heated section at the channel walls for various 
parameters are important in thermal system design. Some of 
these results are presented in Fig. 12 for a selected instants of 
time. Note that for a given T the local Nusselt number decreases 
sharply in the entry portion due to entrance effect and then 
shows wavy variation with the longitudinal distance, which 
obviously results from the presence of the buoyancy-driven 
recirculating cells in the channel. For a given location Nu 

600.00 800.00 

Fig. 11 Time records of Nu, U, and $ for Re = 500, Pr = 7.0, Gr/Re2 = - 4, 
L = 0, and 4 = 0 
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Fig. 12 Temporal development of Nu for various Re, Pr, and L: (a) 
Re = 500, Pr = 0.72, Gr/Re2 = - 2, L = 10, and A = 0, (o) Re = 1000, Pr = 0.72, 
Gr/Re2 = - 2, L = 10 and A = 0, (c) Re = 500, Pr = 0.72, Gr/Re2 = - 2, L = 15 
and A = 0. (d) Re = 500, Pr = 7.0, Gr/Re2 = - 4, I = 10 and A = 50. A com­
plete period is presented except for (a), which reaches a steady state. 

fluctuates periodically at large r (except in Fig. 12(Z>)), as for 
the average Nusselt number presented above. Phase differences 
exist between the local Nusselt numbers at the left and right 
plates, reflecting the existence of the asymmetric flow. Severe 
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Table 3 Fluctuation frequency at X= 10 and steady or statistically av­
erage Nusselt numbers for various cases 

Re 

500 
500 
500 
500 

1000 
1000 
1000 
1000 
1000 
250 
250 
250 
250 
250 

500 
500 
500 
500 
500 
500 

500 
500 
500 
500 
500 
500 

500 
500 
500 
500 

P r 

0,72 
0.72 
0.72 
0.72 

0.72 
0,72 
0.72 
0,72 
0.72 
0,72 
0.72 
0.72 
0,72 
0.72 

0.72 
0.72 
0.72 
0,72 
0,72 
0.72 

7.0 
7,0 
7.0 
7.0 
7,0 
7.0 

0,72 
0,72 
0,72 
0.72 

Gr/Re 

-0 .5 
-1,0 
-1,2 
-2 ,0 

-0 ,6 
-1,0 
-1.5 
-2 .0 
- 2 , 5 
-1,5 
-1 .75 
-2 ,0 
- 2 . 4 
-4 .0 

-0 .8 
-0 .9 
- 0 , 9 5 
-1,0 
-1 .33 
-2 .0 

-2 ,0 
- 2 , 5 
- 2 , 7 5 
-3 .0 
- 3 , 5 3 
-4 ,0 

-2 ,0 
-4 .0 
-2 ,0 
-4 .0 

L 

10 
10 
10 
10 

10 
.10 
10 
10 
10 
10 
10 
10 
10 
10 

15 
15 
15 
15 
15 
15 

10 
10 
10 
10 
10 
10 

10 
10 
10 
10 

A 

0 
0 
0 
0 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

0 
0 
0 
0 
0 
0 

0 
0 
0 
0 
0 
0 

50 
50 
100 
100 

f ( x l 0 3 ) 

* 
-
- ' 
9,4 

-
-
-
-
13,12 
-
-
5,6 
7.7 
19,8 

-
-
3.1 
4,1 
7.6 
11,5 

-
-
6.7 
7,8 
10.2 
12,1 

6.3 
14,0 
4,4 
5,4 

Nu 

5.28** 
4,97 
4.82 
5.52,5.10*** 

' 6,47 
5,90 
7,54,6,25 
7.70,7.05 
7,77,7,46 
3,90 
3,81 
4.02,4.00 
3,85,4,25 
4,45,4,22 

3.60 
4,25 
4.42,4,34 
4,50,4.31 
4 ,65,4 ,49 
5.24,4.72 

10,62 
10.14 
10,98,10,47 
10,49,11.28 
11.59,11,71 
11.74,10.97 

5,75,5,07 
6.36,5.87 
5,33,5,41 
5,86,6.29 

* Synbol ' - ' indicates that the flow approaches steady state. 
** Values of steady or tine averaged Nusselt number at large T. 

* * * Values for the le f t and right plates when different. 

spatial variation in Nu is noted for a lower Prandtl number 
fluid flowing at a lower Reynolds number in a channel with 
a longer heated section under a higher heat input. 

The computed oscillation frequency at location (10, 0.2) and 
space and/or time-averaged Nusselt number at steady state or 
statistically periodic state for various cases studied in this in­
vestigation are summarized in Table 3. Focusing on the results 
for Nu, we note that at a low opposing buoyancy, heat transfer 
is poor with an increasing buoyancy. But at a high opposing 
buoyancy the reverse flow is strong enough to reverse the trend. 
Additionally, different Nusselt numbers at the walls resulted 
for the flow approaching fluctuating state at large r. This was 
also observed for the two cases (Gr/Re2 = - 1.5 and -2) at a 
higher Reynolds number (Re= 1000) although the flow reaches 
steady state. The difference in the Nusselt number between the 
two plates can be as high as 17 percent for the case with 
Re =1000, Pr = 0.72, Gr/Re2 = - 1 . 5 , L=10, and A=0. Re­
sults for the oscillation frequency indicate that it increases with 
the magnitude of the opposing buoyancy and heated section 
length but decreases with the Prandtl number and wall-to-fluid 
heat capacity ratio. However, the effect of the Reynolds num­
ber is nonmonotonic. 

Based on the results in Table 3, a criterion to distinguish 
the state of flow at long time is proposed here: 

for (Gr/Re2)-Re3/5-L2/3-Pr-'/3<258.3, steady flow (23) 

for (Gr/Re2)-Re3/5-Z,2/3-Pr"1/3>258.3, 
oscillatory unsymmetric flow (24) 

Concluding Remarks 
Through a detailed numerical simulation transient laminar 

opposing mixed convection in a downward vertical channel 
flow subject to a sudden imposition of the equal wall heat 
fluxes over a finite portion of the channel walls is investigated. 
Computations have been carried out over wide ranges of the 
governing parameters. Results obtained can be briefly sum­
marized as follows: 

1 Earlier inception of the reverse flow occurs for the flow 
with higher opposing buoyancy, higher Reynolds number, 
longer heated section length, lower Prandtl number, and smaller 
wall heat capacity. Under these conditions the reverse flow is 
stronger. 

2 As the opposing buoyancy is high enough, the flow and 
temperature begin to oscillate at a certain instant of time with 
the accompanying presence of the flow asymmetry. The os­
cillations become relatively significant in a short period of time. 
The flow is prone to fluctuate at higher Gr/Re2, longer L, and 
lower Re and Pr. With a raise in the opposing buoyancy, the 
flow undergoes a transition from a periodic to quasi-periodic 
state. 

3 Significant asymmetry in the flow and heat transfer hap­
pens as long as the flow start to oscillate. However, at high 
Reynolds number unsymmetric flow is noted even at steady 
state. 

4 The increase in the wall heat capacity primarily causes the 
slowdown of the whole transport process. 

In spite of the great endeavor devoted in the present study, 
a number of relevant studies need to be pursued in near future. 
These include extending the present work to the flow in a 
relatively short or long heated section length, at a very low or 
high Reynolds number (Re< 100 or Re > 2000), in liquid metal 
(Pr<0.02) and at a very high opposing buoyancy (iGr/ 
Re21 > 8) where the flow is expected to be nonperiodic and 
even chaotic. Flow is essentially three dimensional and un­
steady for a higher Reynolds number and buoyancy. The in­
vestigation of these complicated mixed convection flows poses 
a great challenge at the present time. 
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Thermal Analysis of Complex 
Crossflow Exchangers in Terms of 
Standard Configurations 
An attempt is made in this paper to examine very complicated heat exchanger flow 
arrangements and relate them to simple forms for which either a solution exists or 
an approximate solution can be obtained. This is shown by an example of a tubular 
crossflow exchanger having seven possible flow arrangements that can be manu­
factured from the same six-row tube bundle. All but one are shown to be equivalent 
to standard crossflow configurations that have been solved in the literature, or to 
assemblies of such configurations. The remaining case can be bracketed between 
two such geometries. Values for the thermal effectiveness are obtained, and a com­
parative analysis is performed. 

Introduction 
One of the standard procedures to evaluate the thermal 

performance of a heat exchanger is the calculation of the ex­
changer temperature effectiveness P as a function of the heat 
capacity rates ratio R and the number of heat transfer units 
NTU. This relationship is a function of the geometry/config­
uration of the exchanger. Many different geometries have been 
analyzed in the literature, with the simplifying idealizations of 
constant physical properties, no phase change, no longitudinal 
conduction, and various fluid mixing hypotheses for each fluid 
side. 

Even if we restrict the analysis to crossflow exchangers, there 
is a large number of configurations that can be studied, which 
differ from each other in the number of passes involved, the 
fluid mixing hypotheses, and the other in which the fluids meet 
in successive passes. These idealized geometries are usually 
characterized by a schematic two-dimensional diagram, and 
the results of the thermal analysis are available to the designer. 
See Bowman et al. (1940), Stevens et al. (1957), Braun (1975), 
Roetzel and Neubert (1979), Baclic and Gvozdenac (1983), and 
Pignotti and Cordero (1983). What is not always easy to es­
tablish is the correspondence between these standard ideal ge­
ometries and real-life three-dimensional tube bundles, which 
are interconnected to each other through headers in a com­
plicated way. In this context, even the commonplace word 
"pass" does not have a unique meaning, because, as will be 
apparent from the following discussion, whether two passes 
are located "side-by-side" or "over-and-under" makes a sig­
nificant difference in the overall thermal performance of the 
exchanger. The side-by-side and over-and-under passes, also 
referred to as parallel-coupled and series-coupled passes, re­
spectively, are further defined in Appendix 1 of Shah and 
Pignotti (1991). 

When an engineer needs to design an air-conditioning coil, 
he/she has a question: Which is better (or best) refrigerant 
circuit out of many possible combinations for a given number 
of tubes in a tube-fin coil? As mentioned in the following 
paragraph, we have taken one example idealized as having a 
single phase on each fluid side, analyzed its very complicated 
possible flow arrangements by relating them to simple forms 
(for which either a solution already exists in the literature or 
an approximate solution can be presented), and showed quan­
titatively what type of differences one would expect in the 
exchanger effectiveness (which in turn can be related to the 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 
1991; revision received November 1992. Keywords: Augmentation and En­
hancement, Heat Exchangers. Associate Technical Editor: W. A. Fiveland. 

heat transfer performance of a coil). Once quantitative heat 
transfer performance is known for various circuiting alter­
natives, a designer can take into account other design consid­
erations to arrive at proper trade-offs for the optimum design. 
We hope the present methodology is applied to many industrial 
complicated heat exchanger flow arrangements for which no 
explicit e-NTU solution exists in the literature. 

In the following, we select a well-defined standard ideal six-
row tube bundle with 60 tubes, and use it for the analysis of 
seven different crossflow exchangers that can be manufactured 
from it. The purpose of this work is twofold: first, to show 
how actual flow arrangements can be reduced to combinations 
of standard idealized flow arrangements (geometries); this may 
not always be straightforward. Second, to perform a com­
parative analysis of alternative arrangements so that the de­
signer could select the optimum geometries based on thermal 
performance and other design criteria. Some of the modern 
techniques of analysis, as briefly summarized by Pignotti and 
Shah (1992), are used to derive the e-NTU relationship of the 
exchangers with complicated flow arrangements. 

Definition of the Geometry 
We consider a tube bundle of 60 tubes, arranged in six rows 

of ten tubes each. In order to specify how the fluid flows, we 
draw transverse cross sections of the tube, as shown in Figs. 
1(a), 2(a), ..., 7(a). Within each tube section, " - " and " + " 
signs indicate that the fluid flows out of or into the paper, 
respectively. 

In addition, the complete specification of the flow arrange­
ment requires the description of the headers. They are indicated 
by solid lines if they are located at the front end of the ex­
changer (closest to the reader), and by broken lines when they 
are at the back. These lines encompass the cross sections of 
the tubes through which the fluid flows into or out of the 
header. By convention, the inlet header is assumed to be located 
at the front end of the exchanger, and the outlet header is 
therefore either at the front or the rear end, depending on 
whether the number of passes is even or odd. In addition, there 
are "intermediate" headers, which direct the flow from one 
pass to the following one. In some cases, they allow streams 
from different rows to mix, and whether this happens is also 
relevant to the full characterization of the exchanger geometry. 

In the following, the out-of-tube fluid is called the "exter­
nal" fluid. It is assumed to flow normal to the tube bundle. 
By convention, the figures are drawn such that the fluid flows 
from the lower to the upper side of the diagrams as shown by 
arrows. 
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With regard to the mixing idealizations for the external fluid, 
two separate points should be made. For the actual heat trans­
fer on the tube surfaces, the external fluid should be considered 
not to mix in the transverse direction. But, as the external fluid 
proceeds from one row to the following one, a certain amount 
of transverse mixing is likely to occur, depending on the ge­
ometry, turbulence generated, and thermal conductivity of the 
external fluid. Nonetheless, the idealization of no mixing be­
tween rows is generally more realistic than the one of perfect 
mixing, and is adopted here, even though it is much harder 
from the analysis point of view. A quantitative assessment of 
the differences between these two limiting cases is given by 
Pignotti and Cordero (1983). 

Standard Configurations 
In the case-by-case analysis of the following section, we 

examine each one of the proposed configurations and relate 
them to standard geometries, which are characterized by the 
following specifications: 
8 Number of passes (actual, "true," or "over-and-under" 

passes, as opposed to apparent, or "side-by-side" passes). 
• Number of rows per pass. This amounts to different mixing 

hypotheses for the tube fluid. This is because even though 
this fluid is assumed to be perfectly mixed within each tube, 
it becomes partially unmixed when it is split into streams 
that proceed through different rows. 

In the notation for the effectiveness, two subscripts are used 
to represent the number of passes and rows per pass, in that 
order. Thus, P2,3 denotes the temperature effectiveness of a 
six-row exchanger, having two passes and three rows per pass. 

In order to define the standard configurations fully, two 
more specifications have to be provided when more than one 
pass is involved: 
9 The relative order in which the external fluid meets the 

tube passes. If the inlet external fluid first meets the inlet 
tube fluid, the configuration is called overall cross-parallel 
flow, and the effectiveness bears the superscript "p." Con­
versely, if the inlet external fluid first meets the last tube 
pass, the superscript "c" is used for overall cross-coun-
terflow. 

8 The connection between rows belonging to neighboring 
passes for the case having more than one tube row per pass. 
In such a case, three types of connection may occur at the 
intermediate header: 

(a) the fluid from different rows of the same pass may be 
mixed before proceeding to the following pass; or 

(b) fluid from the first row of one pass is connected to the 
first row of the following pass, and the same pattern 
is followed for the subsequent rows. This type of con­
nection is denoted by adding the superscript "so," for 
same order; or 

(c) same as in {b), but with fluid from the first row of one 
pass proceeding to the last row of the following one; 
from the second into the one before the last, etc. This 
is denoted by the superscript "io," for inverted order. 

With these conventions, the effectiveness of the geometries 
of Figs. 3(6), 4(b), and 1(b) is denoted by PC

X2, Pif, and PC
6A, 

respectively. 

Case-by-Case Analysis 
As mentioned earlier, a total of seven different crossflow 

exchangers, as shown in Figs. 1-7, are analyzed in this paper. 
The temperature effectiveness-NTU formulas for each one are 
presented separately below in Eqs. (l)-(7) in terms of standard 
crossflow configurations. Since the P-NTU formulas or results 
are available for standard crossflow configurations through 
the recursive algorithms of Pignotti and Cordero (1983), the 
effectiveness of the present configurations is denoted in terms 
of the effectiveness of the standard configurations in Eqs. (1)-
(7). 

It should be emphasized that we have opted to present the 
results in terms of the P-NTU-2? approach (based on the out-
of-tube fluid), which is a variant of the conventional e-NTU-
C* approach (based on the Cmin fluid). When a heat exchanger 
is stream unsymmetric, there will be two different formulas 
for e depending upon whether the tube fluid or the out-of-
tube fluid is the Cmin fluid, while the P-NTU formula remains 
the same for the complete range of R from 0 to 00. The heat 
exchanger configurations analyzed in this paper are all stream 
unsymmetric. 

Case 1. We begin by analyzing the exchanger of Fig. 1(a). 
Here the tube fluid enters the exchanger through the front inlet 
header, drawn on the right-hand side, which encompasses 20 
tubes distributed as uniformly as possible among the six rows. 
At the back side intermediate header, the fluid is mixed and 
transferred to 20 tubes in the central bundle section. Similarly, 
at the front immediate header the tube fluid is again mixed 
and sent back through the remaining 20 tubes on the left-hand 
side. 

At first sight, this configuration would be called a three-
pass geometry, because each tube fluid particle travels three 
times the full length of the exchanger. However, these are side-
by-side passes with each having different streams of the ex­
ternal fluid flowing over (see Fig. lb). As a result, the thermal 
effectiveness is much closer to that of a single-pass exchanger 
than to a three-pass one. Indeed, if the exchanger is "stretched 
out" and the three side-by-side passes are aligned, it becomes 
clear that the effectiveness is equivalent to that of a new six-
row single-pass exchanger, with tubes three times as long, 
except for the occurrence of mixing of the tube fluid at the 
two intermediate header locations. This equivalent geometry 

Nomenclature 

A = exchanger surface area, m2 

C\ = out-of-tube fluid heat capac­
ity rate, W/K 

C2 = tube fluid heat capacity rate, 
W/K 

NTU = UA/Ci = number of heat 
transfer units 

P = (t0 - ti)/(Tj - tj) = out-of-
tube fluid temperature effec­
tiveness 

R = C\/C2 — heat capacity rates 
ratio 

ti = out-of-tube fluid inlet tem­
perature, °C 

t0 = out-of-tube fluid outlet tem­
perature, °C 

Tj = tube fluid inlet temperature, 
°C 

T0 = tube fluid outlet temperature, 
°C 

U = overall heat transfer coeffi­
cient, W/m2K 

e = conventional heat exchanger 
effectiveness 

Subscripts 
1,2 = the first digit is the number 

of passes of the exchanger; 

the second is the number of 
tube rows per pass 

Superscripts 
c = overall cross-counterflow 

connection 
io = inverted order connection be­

tween tube passes 
p = overall cross-parallel flow 

connection 
so = same order connection be­

tween tube passes 
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Fig. 1 Case 1: (a) tube bundle and headers cross section; (b) equiv­
alent two-dimensional geometry; (c) equivalent assembly of heat ex­
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Fig. 2 Case 2: (a) tube bundle and headers cross section; (b) equiv­
alent two-dimensional geometry; (c) equivalent assembly of heat ex­
changers 

is schematically indicated in Fig. 1(b). Here only one of the 3 
or 4 tubes in a given row is shown by a horizontal solid line, 
because the other ones are assumed to undergo the same ther­
mal history. This is clearly not rigorously true, because among 
other things the number of tubes per row is not strictly the 
same for every row in a given pass. However, this is still a 
reasonable approximation, and the best that can be done with­
out going into a full-fledged numerical calculation. 

A close look at Fig. 1(b) reveals that it is just an assembly 
of three exchangers as shown in Fig. 1(c). Here each exchanger 
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t t 
(a) 

L U J J l L U i U l L U l L i 

A (b) 
Fig. 3 Case 3: (a) tube bundle and headers cross section; (b) equiv­
alent two-dimensional geometry 
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11 1 1 j 11 1 1 1 ; 11 1 1 1 1, 

U l L I J H - i + L l i i L L u J 
-

A (b) 
Fig. 4 Case 4: (a) tube bundle and headers cross section; (fa) equiv­
alent two-dimensional geometry 

denoted by the letter A is a single-pass, six-row exchanger 
having one third of the total exchanger surface area, one third 
of the external fluid flow rate, and the full tube fluid flow 
rate. Therefore, using Domingos' (1969) formula for the tem­
perature effectiveness of this assembly of heat exchangers, we 
can write 

P(R, KTV)=il-I-RPu(R/3, NTU)/3]3J/i? (1) 

Case 2. The configuration of Fig. 2(a) can be analyzed in 
the same style as that of Fig. 1(c), with the only difference 
that the number of side-by-side tube passes is six, each one 
constituted by 10 tubes. As a result, the overall effectiveness 
is given by 

P(R, NTU)= { l - l l - R Plt6(R/6, NTU)/6]6)//? (2) 

Case 3. This case, as shown in Fig. 3 (a), is a fairly standard 
configuration, in which the tube fluid undergoes three con­
secutive passes, each one with two tube rows. These are true 
over-and-under passes, such that all of them are met by each 
stream of the external fluid, in contrast to what happens with 
the side-by-side passes of Cases 1 and 2. Observing that it is 
a cross-counterflow arrangement with mixing at the interme­
diate headers (i.e., between passes), the effectiveness can be 
written as 

P(R, NTU) = PC
3,2(£, NTU) (3) 

Case 4. This case is shown in Fig. 4(a), and differs from 
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A (b) 

4 

A B A B A 
I 

k (c) 
Fig. 5 Case 5: (a) tube bundle and headers cross section; (b) equiv­
alent two-dimensional geometry; (c) equivalent assembly of heat ex­
changers 

Case 3 in that there is no mixing at the intermediate headers, 
and the tube rows are connected in a "same-order" sequence. 
For example, the fluid going in tube 1 goes through tubes 2 
and 3 subsequently without mixing with the fluid from other 
tubes; the case for the fluid going in tubes 4, 5 and 6 is similar. 
Therefore, we have, for this case, 

P(R, NTV) = PCif(R, NTU) (4) 

Case 5. This configuration, as shown in Fig. 5(a), requires 
a more detailed analysis. Each tube fluid particle proceeds 15 
times from one to the opposite end of the exchanger, sometimes 
in an over-and-under fashion, others in a side-by-side sequence. 
This complicated three-dimensional layout is clarified when 
the equivalent two-dimensional diagram of Fig. 5(b) is con­
sidered. Just as in the previous cases, only a fraction (in this 
case 1/2) of the total number of tubes is shown. The remaining 
tubes need not be considered because they follow an entirely 
equivalent pattern of heat exchange with the external fluid. 

From Fig. 5(b), it is clear that the whole exchanger can be 
reduced to the equivalent assembly of exchangers of Fig. 5(c). 
These exchangers are of two kinds: those labeled by the letter 
A are cross-counterflow, three-pass, two-rows-per-pass ex­
changers, whereas those labeled B are similar but of the cross-
parallel flow type. As a result, we can write for this case, using 
Domingos' method, 

P(R, NTU)= {1 - [1 -R Pl,2(R/5, NTU)/5]3 

X [1 -R Pi2(R/5, NTU)/5]2}/R (5) 

Case 6. At first sight, this case, as shown in Fig. 6(a), is 
fairly similar to the previous one. However, the difference is 
the tube fluid in Fig. 6(a) flows effectively in the "horizontal" 
direction in contrast to the effective vertical direction for Fig. 
5(a). Again, each particle of tube fluid goes 15 times from end 
to end of the exchanger. Figure 6(c) shows the equivalent two-
dimensional layer, and this time it cannot be broken down into 
a simple assembly of standard configurations. More compli­
cated coupling schemes involving 4 x 4 matrices or matrix 
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A (d) 
Fig. 6 Case 6: (a) tube bundle and headers cross section; (b) geometry 
that provides a lower bound for the effectiveness; (c) equivalent two-
dimensional geometry for this case; (d) geometry that provides an upper 
bound for the effectiveness 

operators can be used to handle this problem exactly (Pignotti, 
1989). However, given the underlying approximations used to 
formulate the problem in the first place, it is equally meaningful 
to provide approximate solutions, or better still, close upper 
and lower bounds that bracket the exact solution. Such bounds 
can be found by observing that Fig. 6(c) is equivalent to a 
three-pass, two-rows-per-pass overall counterflow exchanger 
in which the fluids from the intervening rows are mixed at four 
locations within each pass. This situation is clearly an inter­
mediate one between the case in which this additional mixing 
does not occur (see Fig. 6d or Fig. 3b), and that in which it 
occurs all the time, i.e., in which there is only one row per 
pass (see Fig. 6b). Alternately, one can see that the tube fluid 
is unmixed in each module (of four tubes, see Fig. 6a) and 
mixed between modules as shown in Fig. 6(c). This situation 
is between the cases of the tube fluid completely mixed (Fig. 
6b) and completely unmixed (Fig. 6c?). From the previous 
analysis (Pignotti and Cordero, 1983), it is known that the 
effectiveness of the Fig. 6(b) case is slightly lower than that 
of the Fig. 6(d) or 3(b) case. Hence, we can write 

Pc
3,i(R, NTU)<P(#, NTU)<PC

X2(R, NTU) (6) 

Fig. 6(b) Fig. 6(c) Fig. 6(d)/3(b) 
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Case 7. The last case considered is that of Fig. 7, which 
is just the standard six-pass, one-row-per-pass cross-counter-
flow exchanger, for which 

P(R,NTU) = Pii(R,mU) (7) 

Results and Discussion 
Table 1 shows the results obtained for the seven geometries 

considered, in order of decreasing effectiveness, for selected 
values of R and NTU. For reference, the values for a pure 
counterflow exchanger are tabulated as well as values for a 
mixed-unmixed CPi.i), six tube row-unmixed (Pli6) and un-
mixed-unmixed (Pif<x) crossflow exchangers. The values of the 
standard configurations have been calculated using the recur­
sive algorithms of Pignotti and Cordero (1983). No graphic 
results are presented since the differences among P's at given 
NTU and R are too small in general. Probably, the number 
of tabulated values is too high in Table 1, but they have been 
included for closer interpolation as well as for future appli­
cations that may require a wider range of NTU and R. 

Table 1 Thermal effectiveness for selected values of R and NTU, for overall counterflow geometry and for 
the seven cases discussed in the text. For Case 6 of Fig. 6(c), the lower bound is tabulated under Case 6 
and the upper bound is the neighboring Case 3. 

R 

0 . 2 
0 . 2 
0 . 2 
0 . 2 
0 . 2 
0 . 2 
0 . 2 
0 . 2 
0 . 2 
0 . 2 

0 . 3 
0 . 3 
0 . 3 
0 . 3 
0 . 3 
0 . 3 
0 . 3 
0 . 3 
0 . 3 
0 . 3 

0 . 5 
0 . 5 
0 . 5 
0 . 5 
0 . 5 
0 . 5 
0 . 5 
0 . 5 
0 . 5 
0 . 5 

0 . 7 
0 . 7 
0 . 7 
0 . 7 
0 . 7 
0 . 7 
0 . 7 
0 . 7 
0 . 7 
0 . 7 

1 . 0 
1 . 0 
1 . 0 
1 . 0 
1 . 0 
1 . 0 
1 . 0 
1 . 0 
1 . 0 
1 . 0 

NTU 

0 . 2 
0 . 3 
0 . 5 
0 . 7 
1 . 0 
1 . 5 
2 . 0 
3 . 0 
5 . 0 
7 . 0 

0 . 2 
0 . 3 
0 . 5 
0 . 7 
1 . 0 
1 . 5 
2 . 0 
3 . 0 
5 . 0 
7 . 0 

0 . 2 
0 . 3 
0 . 5 
0 . 7 
1 . 0 
1 . 5 
2 . 0 
3 . 0 
5 . 0 
7 . 0 

0 . 2 
0 . 3 
0 . 5 
0 . 7 
1 . 0 
1 . 5 
2 . 0 
3 . 0 
5 . 0 
7 . 0 

0 . 2 
0 . 3 
0 . 5 
0 . 7 
1 . 0 
1 . 5 
2 . 0 
3 . 0 
5 . 0 
7 . 0 

P 

COUNTF 

0 . 1 7 8 2 
0 . 2 5 3 2 
0 . 3 8 0 7 
0 . 4 8 4 1 
0 . 6 0 5 0 
0 . 7 4 3 6 
0 . 8 3 1 7 
0 . 9 2 6 1 
0 . 9 8 5 3 
0 . 9 9 7 0 

0 . 1 7 6 7 
0 . 2 5 0 3 
0 . 3 7 4 5 
0 . 4 7 4 6 
0 . 5 9 1 5 
0 . 7 2 6 3 
0 . 8 1 3 6 
0 . 9 1 1 0 
0 . 9 7 8 7 
0 . 9 9 4 8 

0 . 1 7 3 8 
0 . 2 4 4 5 
0 . 3 6 2 3 
0 . 4 5 6 0 
0 . 5 6 4 7 
0 . 6 9 0 8 
0 . 7 7 4 6 
0 . 8 7 4 4 
0 . 9 5 7 2 
0 . 9 8 4 7 

0 . 1 7 0 9 
0 . 2 3 8 9 
0 . 3 5 0 4 
0 . 4 3 7 9 
0 . 5 3 8 4 
0 . 6 5 4 5 
0 . 7 3 2 6 
0 . 8 2 9 5 
0 . 9 2 0 7 
0 . 9 5 9 8 

0 . 1 6 6 7 
0 . 2 3 0 8 
0 . 3 3 3 3 
0 . 4 1 1 8 
0 . 5 0 0 0 
0 . 6 0 0 0 
0 . 6 6 6 7 
0 . 7 5 0 0 
0 . 8 3 3 3 
0 . 8 7 5 0 

CASE 7 

0 . 1 7 8 2 
0 . 2 5 3 2 
0 . 3 8 0 7 
0 . 4 8 3 9 
0 . 6 0 4 7 
0 . 7 4 2 9 
0 . 8 3 0 6 
0 . 9 2 4 6 
0 . 9 8 3 9 
0 . 9 9 6 2 

0 . 1 7 6 7 
0 . 2 5 0 3 
0 . 3 7 4 4 
0 . 4 7 4 4 
0 . 5 9 1 1 
0 . 7 2 5 3 
0 . 8 1 2 0 
0 . 9 0 8 6 
0 . 9 7 5 9 
0 . 9 9 2 8 

0 . 1 7 3 8 
0 . 2 4 4 5 
0 . 3 6 2 1 
0 . 4 5 5 6 
0 . 5 6 4 0 
0 . 6 8 9 2 
0 . 7 7 2 1 
0 . 8 7 0 0 
0 . 9 5 0 6 
0 . 9 7 7 9 

0 . 1 7 0 9 
0 . 2 3 8 9 
0 . 3 5 0 2 
0 . 4 3 7 4 
0 . 5 3 7 4 
0 . 6 5 2 5 
0 . 7 2 9 3 
0 . 8 2 3 3 
0 . 9 0 9 4 
0 . 9 4 5 2 

0 . 1 6 6 6 
0 . 2 3 0 7 
0 . 3 3 3 1 
0 . 4 1 1 2 
0 . 4 9 8 8 
0 . 5 9 7 5 
0 . 6 6 2 6 
0 . 7 4 2 4 
0 . 8 1 8 3 
0 . 8 5 2 8 

CASE 4 

0 . 1 7 8 2 
0 . 2 5 3 1 
0 . 3 8 0 5 
0 . 4 8 3 6 
0 . 6 0 3 9 
0 . 7 4 1 4 
0 . 8 2 8 5 
0 . 9 2 1 7 
0 . 9 8 1 4 
0 . 9 9 4 7 

0 . 1 7 6 7 
0 . 2 5 0 2 
0 . 3 7 4 1 
0 . 4 7 3 8 
0 . 5 9 0 0 
0 . 7 2 3 1 
0 . 8 0 8 8 
0 . 9 0 4 0 
0 . 9 7 1 4 
0 . 9 8 9 4 

0 . 1 7 3 7 
0 . 2 4 4 4 
0 . 3 6 1 7 
0 . 4 5 4 8 
0 . 5 6 2 3 
0 . 6 8 5 8 
0 . 7 6 6 9 
0 . 8 6 2 1 
0 . 9 4 0 4 
0 . 9 6 8 1 

0 . 1 7 0 8 
0 . 2 3 8 7 
0 . 3 4 9 7 
0 . 4 3 6 3 
0 . 5 3 5 2 
0 . 6 4 8 1 
0 . 7 2 2 7 
0 . 8 1 2 7 
0 . 8 9 3 6 
0 . 9 2 7 4 

0 . 1 6 6 6 
0 . 2 3 0 5 
0 . 3 3 2 4 
0 . 4 0 9 9 
0 . 4 9 6 2 
0 . 5 9 2 3 
0 . 6 5 4 9 
0 . 7 3 0 1 
0 . 7 9 9 5 
0 . 8 3 0 6 

CASE 3 

0 . 1 7 8 2 
0 . 2 5 3 1 
0 . 3 8 0 5 
0 . 4 8 3 5 
0 . 6 0 3 8 
0 . 7 4 1 1 
0 . 8 2 8 0 
0 . 9 2 1 0 
0 . 9 8 0 8 
0 . 9 9 4 4 

0 . 1 7 6 7 
0 . 2 5 0 2 
0 . 3 7 4 1 
0 . 4 7 3 8 
0 . 5 8 9 8 
0 . 7 2 2 7 
0 . 8 0 8 1 
0 . 9 0 2 9 
0 . 9 7 0 2 
0 . 9 8 8 7 

0 . 1 7 3 7 
0 . 2 4 4 4 
0 . 3 6 1 7 
0 . 4 5 4 7 
0 . 5 6 2 1 
0 . 6 8 5 2 
0 . 7 6 5 8 
0 . 8 6 0 2 
0 . 9 3 8 0 
0 . 9 6 6 1 

0 . 1 7 0 8 
0 . 2 3 8 7 
0 . 3 4 9 7 
0 . 4 3 6 2 
0 . 5 3 4 9 
0 . 6 4 7 3 
0 . 7 2 1 3 
0 . 8 1 0 2 
0 . 8 9 0 0 
0 . 9 2 4 0 

0 . 1 6 6 6 
0 . 2 3 0 5 
0 . 3 3 2 4 
0 . 4 0 9 7 
0 . 4 9 5 8 
0 . 5 9 1 4 
0 . 6 5 3 3 
0 . 7 2 7 2 
0 . 7 9 5 5 
0 . 8 2 6 7 

CASE 6 

0 . 1 7 8 2 
0 . 2 5 3 1 
0 . 3 8 0 5 
0 . 4 8 3 5 
0 . 6 0 3 8 
0 . 7 4 0 9 
0 . 8 2 7 5 
0 . 9 1 9 9 
0 . 9 7 8 8 
0 . 9 9 2 2 

0 . 1 7 6 7 
0 . 2 5 0 2 
0 . 3 7 4 1 
0 . 4 7 3 7 
0 . 5 8 9 7 
0 . 7 2 2 3 
0 . 8 0 7 3 
0 . 9 0 1 1 
0 . 9 6 6 6 
0 . 9 8 4 1 

0 . 1 7 3 7 
0 . 2 4 4 4 
0 . 3 6 1 7 
0 . 4 5 4 7 
0 . 5 6 1 9 
0 . 6 8 4 6 
0 . 7 6 4 6 
0 . 8 5 7 1 
0 . 9 3 0 3 
0 . 9 5 4 3 

0 . 1 7 0 8 
0 . 2 3 8 7 
0 . 3 4 9 6 
0 . 4 3 6 2 
0 . 5 3 4 7 
0 . 6 4 6 6 
0 . 7 1 9 7 
0 . 8 0 6 1 
0 . 8 7 8 8 
0 . 9 0 5 4 

0 . 1 6 6 6 
0 . 2 3 0 5 
0 . 3 3 2 3 
0 . 4 0 9 6 
0 . 4 9 5 5 
0 . 5 9 0 5 
0 . 6 5 1 4 
0 . 7 2 2 5 
0 . 7 8 2 7 
0 . 8 0 5 4 

CASE 1 

0 . 1 7 8 0 
0 . 2 5 2 6 
0 . 3 7 8 5 
0 . 4 7 9 2 
0 . 5 9 4 7 
0 . 7 2 2 3 
0 . 7 9 9 6 
0 . 8 7 7 5 
0 . 9 2 2 9 
0 . 9 3 1 9 

0 . 1 7 6 4 
0 . 2 4 9 4 
0 . 3 7 1 3 
0 . 4 6 7 7 
0 . 5 7 7 1 
0 . 6 9 6 8 
0 . 7 6 9 2 
0 . 8 4 3 2 
0 . 8 8 8 8 
0 . 8 9 9 1 

0 . 1 7 3 3 
0 . 2 4 3 1 
0 . 3 5 7 4 
0 . 4 4 5 7 
0 . 5 4 3 8 
0 . 6 4 9 2 
0 . 7 1 2 5 
0 . 7 7 8 5 
0 . 8 2 3 1 
0 . 8 3 5 4 

0 . 1 7 0 3 
0 . 2 3 7 1 
0 . 3 4 4 2 
0 . 4 2 5 1 
0 . 5 1 3 1 
0 . 6 0 5 7 
0 . 6 6 0 9 
0 . 7 1 9 1 
0'. 7 6 1 2 
0 . 7 7 4 5 

0 . 1 6 5 8 
0 . 2 2 8 4 
0 . 3 2 5 6 
0 . 3 9 6 5 
0 . 4 7 1 2 
0 . 5 4 7 3 
0 . 5 9 1 9 
0 . 6 3 9 4 
0 . 6 7 5 9 
0 . 6 8 9 2 

CASE 2 

0 . 1 7 8 0 
0 . 2 5 2 6 
0 . 3 7 8 4 
0 . 4 7 9 0 
0 . 5 9 4 2 
0 . 7 2 0 9 
0 . 7 9 6 8 
0 . 8 7 1 5 
0 . 9 1 1 9 
0 . 9 1 8 7 

0 . 1 7 6 4 
0 . 2 4 9 4 
0 . 3 7 1 2 
0 . 4 6 7 5 
0 . 5 7 6 4 
0 . 6 9 4 9 
0 . 7 6 5 5 
0 . 8 3 5 1 
0 . 8 7 3 9 
0 . 8 8 1 0 

0 . 1 7 3 3 
0 . 2 4 3 1 
0 . 3 5 7 3 
0 . 4 4 5 4 
0 . 5 4 2 9 
0 . 6 4 6 5 
0 . 7 0 7 4 
0 . 7 6 7 7 
0 . 8 0 3 2 
0 . 8 1 0 7 

0 . 1 7 0 2 
0 . 2 3 7 1 
0 . 3 4 4 1 
0 . 4 2 4 7 
0 . 5 1 1 9 
0 . 6 0 2 5 
0 . 6 5 4 9 
0 . 7 0 7 0 
0 . 7 3 9 0 
0 . 7 4 6 5 

0 . 1 6 5 8 
0 . 2 2 8 3 
0 . 3 2 5 5 
0 . 3 9 6 0 
0 . 4 6 9 9 
0 . 5 4 3 8 
0 . 5 8 5 6 
0 . 6 2 7 0 
0 . 6 5 3 7 
0 . 6 6 1 0 

CASE 5 

0 . 1 7 8 0 
0 . 2 5 2 6 
0 . 3 7 8 5 
0 . 4 7 9 1 
0 . 5 9 4 2 
0 . 7 2 0 4 
0 . 7 9 5 5 
0 . 8 6 7 7 
0 . 9 0 4 2 
0 . 9 0 9 2 

0 . 1 7 6 4 
0 . 2 4 9 4 
0 . 3 7 1 3 
0 . 4 6 7 5 
0 . 5 7 6 4 
0 . 6 9 4 2 
0 . 7 6 3 6 
0 . 8 3 0 1 
0 . 8 6 3 6 
0 . 8 6 8 4 

0 . 1 7 3 3 
0 . 2 4 3 1 
0 . 3 5 7 4 
0 . 4 4 5 5 
0 . 5 4 2 8 
0 . 6 4 5 5 
0 . 7 0 4 8 
0 . 7 6 1 0 
0 . 7 8 9 7 
0 . 7 9 4 0 

0 . 1 7 0 3 
0 . 2 3 7 1 
0 . 3 4 4 2 
0 . 4 2 4 8 
0 . 5 1 1 8 
0 . 6 0 1 3 
0 . 6 5 2 0 
0 . 6 9 9 5 
0 . 7 2 4 1 
0 . 7 2 8 2 

0 . 1 6 5 8 
0 . 2 2 8 4 
0 . 3 2 5 6 
0 . 3 9 6 1 
0 . 4 6 9 7 
0 . 5 4 2 5 
0 . 5 8 2 4 
0 . 6 1 9 4 
0 . 6 3 9 2 
0 . 6 4 3 0 

p l , l 

0 . 1 7 8 0 
0 . 2 5 2 6 
0 . 3 7 8 4 
0 . 4 7 8 9 
0 . 5 9 3 8 
0 . 7 1 9 5 
0 . 7 9 4 0 
0 . 8 6 5 4 
0 . 9 0 0 8 
0 . 9 0 5 6 

0 . 1 7 6 4 
0 . 2 4 9 4 
0 . 3 7 1 1 
0 . 4 6 7 2 
0 . 5 7 5 8 
0 . 6 9 3 0 
0 . 7 6 1 6 
0 . 8 2 6 8 
0 . 8 5 8 9 
0 . 8 6 3 3 

0 . 1 7 3 3 
0 . 2 4 3 1 
0 . 3 5 7 2 
0 . 4 4 5 1 
0 . 5 4 2 0 
0 . 6 4 3 8 
0 . 7 0 2 0 
0 . 7 5 6 4 
0 . 7 8 2 8 
0 . 7 8 6 4 

0 . 1 7 0 2 
0 . 2 3 7 0 
0 . 3 4 3 9 
0 . 4 2 4 3 
0 . 5 1 0 8 
0 . 5 9 9 2 
0 . 6 4 8 7 
0 . 6 9 4 0 
0 . 7 1 5 8 
0 . 7 1 8 7 

0 . 1 6 5 8 
0 . 2 2 8 3 
0 . 3 2 5 3 
0 . 3 9 5 5 
0 . 4 6 8 5 
0 . 5 4 0 2 
0 . 5 7 8 8 
0 . 6 1 3 3 
0 . 6 2 9 6 
0 . 6 3 1 8 

P1.6 

0 . 1 7 8 0 
0 . 2 5 2 6 
0 . 3 7 8 7 
0 . 4 7 9 8 
0 . 5 9 6 5 
0 . 7 2 7 7 
0 . 8 1 0 3 
0 . 9 0 0 7 
0 . 9 6 6 5 
0 . 9 8 6 4 

0 . 1 7 6 4 
0 . 2 4 9 4 
0 . 3 7 1 5 
0 . 4 6 8 5 
0 . 5 7 9 5 
0 . 7 0 4 2 
0 . 7 8 3 6 
0 . 8 7 3 8 
0 . 9 4 6 8 
0 . 9 7 3 3 

0 . 1 7 3 3 
0 . 2 4 3 2 
0 . 3 5 7 8 
0 . 4 4 6 9 
0 . 5 4 7 3 
0 . 6 5 9 3 
0 . 7 3 1 6 
0 . 8 1 7 8 
0 . 8 9 7 4 
0 . 9 3 2 9 

0 . 1 7 0 3 
0 . 2 3 7 2 
0 . 3 4 4 7 
0 . 4 2 6 6 
0 . 5 1 7 3 
0 . 6 1 7 3 
0 . 6 8 2 0 
0 . 7 6 1 1 
0 . 8 3 9 0 
0 . 8 7 7 3 

0 . 1 6 5 8 
0 . 2 2 8 5 
0 . 3 2 6 3 
0 . 3 9 8 3 
0 . 4 7 6 0 
0 . 5 5 9 6 
0 . 6 1 3 2 
0 . 6 7 8 9 
0 . 7 4 5 0 
0 . 7 7 8 6 

p l . -

0 . 1 7 8 0 
0 . 2 5 2 6 
0 . 3 7 8 7 
0 . 4 7 9 8 
0 . 5 9 6 5 
0 . 7 2 8 0 
0 . 8 1 0 8 
0 . 9 0 1 6 
0 . 9 6 8 0 
0 . 9 8 8 0 

0 . 1 7 6 4 
0 . 2 4 9 4 
0 . 3 7 1 6 
0 . 4 6 8 5 
0 . 5 7 9 6 
0 . 7 0 4 5 
0 . 7 8 4 2 
0 . 8 7 5 1 
0 . 9 4 9 2 
0 . 9 7 6 4 

0 . 1 7 3 3 
0 . 2 4 3 2 
0 . 3 5 7 8 
0 . 4 4 7 0 
0 . 5 4 7 5 
0 . 6 5 9 7 
0 . 7 3 2 4 
0 . 8 1 9 7 
0 . 9 0 1 7 
0 . 9 3 9 4 

0 . 1 7 0 3 
0 . 2 3 7 2 
0 . 3 4 4 8 
0 . 4 2 6 7 
0 . 5 1 7 5 
0 . 6 1 7 8 
0 . 6 8 3 0 
0 . 7 6 3 4 
0 . 8 4 4 5 
0 . 8 8 6 4 

0 . 1 6 5 8 
0 . 2 2 8 5 
0 . 3 2 6 3 
0 . 3 9 8 4 
0 . 4 7 6 2 
0 . 5 6 0 2 
0 . 6 1 4 2 
0 . 6 8 1 3 
0 . 7 5 0 9 
0 . 7 8 8 7 
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Fig. 7 Case 7: (a) tube bundle and headers cross section; (b) equiv­
alent two-dimensional geometry 
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R 

1.5 
1.5 
1.5 
1.5 
1.5 
1.5 
1.5 
1.5 
1.5 
1.5 

2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 

3.0 
3.0 
3.0 
3.0 
3.0 
3.0 
3.0 
3.0 
3.0 
3.0 

5.0 
5.0 
5.0 
5.0 
5.0 
5.0 
5.0 
5.0 
5.0 
5.0 

7.0 
7.0 
7.0 
7.0 
7.0 
7.0 
7.0 
7.0 
7.0 
7.0 

NTU 

0.2 
0.3 
0.5 
0.7 
1.0 
1.5 
2.0 
3.0 
5.0 
7.0 

0.2 
0.3 
0.5 
0.7 
1.0 
1.5 
2.0 
3.0 
5.0 
7.0 

0.2 
0.3 
0.5 
0.7 
1.0 
1.5 
2.0 
3.0 
5.0 
7.0 

0.2 
0.3 
0.5 
0.7 
1.0 
1.5 
2.0 
3.0 
5.0 
7.0 

0.2 
0.3 
0.5 
0.7 
1.0 
1.5 
2.0 
3.0 
5.0 
7.0 

COUNTP 

0.1599 
0.2179 
0.3067 
0.3713 
0.4404 
0.5134 
0.5584 
0.6084 
0.6474 
0.6598 

0.1535 
0.2058 
0.2824 
0.3348 
0.3873 
0.4372 
0.4637 
0.4872 
0.4983 
0.4998 

0.1415 
0.1841 
0.2402 
0.2736 
0.3018 
0.3221 
0.3292 
0.3328 
0.3333 
0.3333 

0.1210 
0.1487 
0.1777 
0.1902 
0.1971 
0.1996 
0.1999 
0.2000 
0.2000 
0.2000 

0.1043 
0.1221 
0.1367 
0.1410 
0.1426 
0.1428 
0.1429 
0.1429 
0.1429 
0.1429 

CASE 7 

0.1599 
0.2178 
0.3064 
0.3707 
0.4391 
0.5109 
0.5545 
0.6023 
0.6390 
0.6514 

0.1534 
0.2057 
0.2820 
0.3342 
0.3860 
0.4351 
0.4609 
0.4841 
0.4962 
0.4986 

0.1415 
0.1839 
0.2398 
0.2730 
0.3009 
0.3210 
0.3284 
0.3323 
0.3333 
0.3333 

0.1209 
0.1486 
0.1775 
0.1898 
0.1968 
0.1995 
0.1999 
0.2000 
0.2000 
0.2000 

0.1043 
0.1220 
0.1366 
0.1409 
0.1425 
0.1428 
0.1429 
0.1429 
0.1429 
0.1429 

CASE 4 

0.1598 
0.2175 
0.3055 
0.3690 
0.4361 
0.5057 
0.5474 
0.5929 
0.6287 
0.6420 

0.1533 
0.2054 
0.2811 
0.3325 
0.3832 
0.4308 
0.4560 
0.4793 
0.4930 
0.4966 

0.1413 
0.1836 
0.2389 
0.2716 
0.2990 
0.3191 
0.3268 
0.3316 
0.3331 
0.3333 

0.1208 
0.1482 
0.1769 
0.1892 
0.1963 
0.1993 
0.1998 
0.2000 
0.2000 
0.2000 

0.1041 
0.1217 
0.1362 
0.1406 
0.1424 
0.1428 
0.1429 
0.1429 
0.1429 
0.1429 

Table 1 

CASE 3 

0.1598 
0.2175 
0.3055 
0.3689 
0.4357 
0.5047 
0.5459 
0.5907 
0.6264 
0.6403 

0.1533 
0.2054 
0.2810 
0.3323 
0.3828 
0.4301 
0.4550 
0.4781 
0.4922 
0.4962 

0.1413 
0.1835 
0.2388 
0.2714 
0.2987 
0.3187 
0.3264 
0.3314 
0.3330 
0.3333 

0.1208 
0.1482 
0.1768 
0.1891 
0.1962 
0.1992 
0.1998 
0.2000 
0.2000 
0.2000 

0.1041 
0.1217 
0.1362 
0.1406 
0.1424 
0.1428 
0.1429 
0.1429 
0.1429 
0.1429 

CASE 6 

0.1598 
0.2175 
0.3054 
0.3688 
0.4354 
0.5038 
0.5442 
0.5869 
0.6184 
0.6288 

0.1533 
0.2054 
0.2810 
0.3322 
0.3825 
0.4293 
0.4537 
0.4759 
0.4889 
0.4925 

0.1413 
0.1835 
0.2388 
0.2713 
0.2985 
0.3183 
0.3260 
0.3309 
0.3327 
0.3330 

0.1208 
0.1482 
0.1768 
0.1890 
0.1961 
0.1991 
0.1998 
0.2000 
0.2000 
0.2000 

0.1041 
0.1217 
0.1362 
0.1406 
0.1424 
0.1428 
0.1428 
0.1429 
0.1429 
0.1429 

(cont'd) 

p 

CASE 1 

0.1587 
0.2148 
0.2976 
0.3545 
0.4112 
0.4658 
0.4966 
0.5290 
0.5550 
0.5654 

0.1521 
0.2023 
0.2728 
0.3185 
0.3615 
0.4004 
0.4213 
0.4425 
0.4592 
0.4659 

0.1399 
0.1803 
0.2314 
0.2607 
0.2854 
0.3049 
0.3140 
0.3223 
0.3278 
0.3297 

0.1192 
0.1454 
0.1724 
0.1845 
0.1924 
0.1971 
0.1986 
0.1996 
0.1999 
0.2000 

0.1027 
0.1197 
0.1340 
0.1389 
0.1415 
0.1425 
0.1428 
0.1428 
0.1429 
0.1429 

CASE 2 

0.1587 
0.2148 
0.2974 
0.3539 
0.4098 
0.4625 
0.4909 
0.5186 
0.5375 
0.5433 

0.1521 
0.2023 
0.2726 
0.3179 
0.3602 
0.3975 
0.4167 
0.4350 
0.4475 
0.4517 

0.1398 
0.1802 
0.2312 
0.2602 
0.2844 
0.3031 
0.3116 
0.3191 
0.3240 
0.3256 

0.1192 
0.1453 
0.1722 
0.1842 
0.1920 
0.1966 
0.1982 
0.1992 
0.1997 
0.1998 

0.1027 
0.1197 
0.1339 
0.1388 
0.1413 
0.1424 
0.1427 
0.1428 
0.1429 
0.1429 

CASE 5 

0.1588 
0.2149 
0.2975 
0.3540 
0.4096 
0.4S11 
0.4880 
0.5124 
0.5261 
0.5295 

0.1521 
0.2024 
0.2727 
0.3180 
0.3599 
0.3963 
0.4143 
0.4304 
0.4400 
0.4427 

0.1399 
0.1803 
0.2313 
0.2602 
0.2841 
0.3022 
0.3103 
0.3172 
0.3215 
0.3230 

0.1193 
0.1454 
0.1722 
0.1841 
0.1918 
0.1963 
0.1979 
0.1990 
0.1996 
0.1998 

0.1027 
0.1197 
0.1339 
0.1387 
0.1412 
0.1423 
0.1426 
0.1428 
0.1428 
0.1429 

pl.l 

0.1587 
0.2147 
0.2972 
0.3534 
0.4084 
0.4588 
0.4844 
0.5064 
0.5164 
0.5177 

0.1520 
0.2023 
0.2724 
0.3173 
0.3588 
0.3943 
0.4113 
0.4252 
0.4314 
0.4322 

0.1398 
0.1802 
0.2309 
0.2597 
0.2833 
0.3009 
0.3084 
0.3141 
0.3164 
0.3167 

0.1192 
0.1453 
0.1720 
0.1839 
0.1915 
0.1959 
0.1973 
0.1983 
0.1986 
0.1986 

0.1027 
0.1196 
0.1338 
0.1386 
0.1411 
0.1422 
0.1425 
0.1427 
0.1427 
0.1427 

pl,6 

0.1588 
0.2150 
0.2984 
0.3566 
0.4162 
0.4770 
0.5142 
0.5577 
0.5981 
0.6166 

0.1521 
0.2025 
0.2737 
0.3205 
0.3660 
0.4094 
0.4341 
0.4605 
0.4813 
0.4891 

0.1399 
0.1805 
0.2322 
0.2625 
0.2885 
0.3097 
0.3196 
0.3279 
0.3320 
0.3329 

0.1193 
0.1456 
0.1730 
0.1854 
0.1935 
0.1980 
0.1993 
0.1999 
0.2000 
0.2000 

0.1028 
0.1198 
0.1343 
0.1393 
0.1418 
0.1427 
0.1428 
0.1429 
0.1429 
0.1429 

Pl,<» 

0.1588 
0.2150 
0.2985 
0.3566 
0.4164 
0.4775 
0.5152 
0.5597 
0.6024 
0.6232 

0.1521 
0.2025 
0.2737 
0.3206 
0.3662 
0.4099 
0.4348 
0.4618 
0.4835 
0.4918 

0.1399 
0.1805 
0.2323 
0.2626 
0.2887 
0.3099 
0.3200 
0.3283 
0.3324 
0.3331 

0.1193 
0.1456 
0.1730 
0.1854 
0.1936 
0.1981 
0.1994 
0.1999 
0.2000 
0.2000 

0.1028 
0.1198 
0.1343 
0.1394 
0.1418 
0.1427 
0.1428 
0.1429 
0.1429 
0.1429 

It should be emphasized that the effectiveness results for all 
cases except for Case 6 are exact; only the lower and upper 
bounds for P are given for Case 6 since a closed-form formula 
is not easy to derive, but is possible by the chain rule meth­
odology of second-order loops (Pignotti, 1989). 

Even if the flow rates, surface areas, and inlet conditions 
for each tube bundle remain the same, the overall heat transfer 
coefficient and tube side pressure drop will vary with the cases 
considered. For example, given the total tube fluid flow rate 
W, the actual flow rate w in any single tube varies depending 
on the case considered. In Cases 1,3, and 4, we have w = 
W/20; in Cases 2 and 7, w = W/10; and in Cases 5 and 6, w 
= W/A. Thus, these tube bundles will not have identical NTUs 
and AP's for specified A and W, i.e., for a given application. 
With this in mind, we can proceed to compare the values 
obtained for the effectiveness for the same values of R and 
NTU for the whole exchanger. Note that the same NTU will 
require different A's since L ŝ will be different due to different 
amount of tube fluid flow rate per tube in different cases. 

Bearing in mind that the cross-counterflow exchangers ap­
proach the pure counterflow geometry as the number of passes 
increases, it is not surprising to find that Case 7 is the one 
with the highest effectiveness. Next come Cases 4 and 3, which 
are both three-pass, two-rows-per-pass exchangers, and differ 
from each other in the mixing (or lack of mixing) of the tube 
fluid at the intermediate headers. It turns out that the Case 4 

of not mixing with "same order" (in the sense described in 
the section Standard Configurations) slightly enhances the ef­
fectiveness compared to the mixed case (Case 3) whereas an 
"inverted order" would lead to a slightly lower effectiveness. 

Next we find Case 6, which is also a cross-counterflow three-
pass case. The occurrence of mixing of the tube fluid at in­
termediate points within each pass decreases the effectiveness 
slightly as compared to Cases 4 and 3. The value tabulated 
corresponds to the conservative lower bound in Eq. (6) cor­
responding to Fig. 6(b). The upper bound is given by the 
neighboring Case 3. 

Cases 1 and 2 are clearly single-pass. The only difference is 
that Case 2, having a higher degree of tube fluid mixing than 
Case 1, has correspondingly a slightly lower effectiveness. If 
there had been only one six tube row exchanger instead of 
three side-by-side six tube row exchangers of Case 1, it would 
represent a lower degree of mixing and the corresponding ef­
fectiveness P1 6 would be slightly higher as listed in Table 1. 
When the number of tube rows is increased from six to infinity 
for one six tube row exchanger, it represents an unmixed-
unmixed exchanger with Pl<a, as listed in Table 1. On the other 
side, if six side-by-side exchangers of Case 2 have been in­
creased to infinity, it would represent the tubeside fluid as 
mixed and the other fluid as unmixed; the corresponding ef­
fectiveness is listed in Table 1 as / \ i . Indeed, for the one-pass 
arrangements, one can write (and also find from Table 1) that 
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Pl,l<-Pcase 2<^CaSe l<P\,i<P\,« (8) 

Finally, Case 5, which looks similar to Case 6, is actually 
not a three-pass case. A common feature of cross-counterflow 
three-pass exchangers is the fact that only after having traveled 
two thirds of the way through the exchanger, the tube fluid 
meets the inlet external fluid. Instead, in this case, this meeting 
occurs already after having traveled 2/15 of the way through 
the exchanger, can easily be seen from Fig. 5(b). Indeed, Fig. 
5(c) shows that the coarse structure of the exchanger is that 
of a single-pass case, independent of the details in the boxes 
labeled A and B. In formulas, this can be argued in the fol­
lowing way. It is well known that the limiting value of the 
effectiveness for small values of R regardless of the details 
(configurations) of the exchanger is given by 

P 0 =l-exp(-NTU) (9) 

In Fig. 5(c), the value of the heat capacity rates ratio for 
each one of the component exchangers is 1/5 of the total R, 
i.e., RA = RB = R/5. Therefore, using the small-i? approx­
imation for each one of the components, we can approximate 
the effectiveness of the whole exchanger, using Domingos' 
formula (1969), as 

P={l-[\-RP0/5]i}/R (10) 

Using the well-known formula 
lim [ 1 - * / / < = exp(-x), (11) 

N-oo 

we obtain 
P=[l-txp(-RP0)]/R, (12) 

which is precisely the formula for the effectiveness of a single-
pass crossflow exchanger, with mixed tube fluid and unmixed 
external fluid. Of course, this argument breaks down for large 
values of R, for which the approximations made are not valid; 
but it helps understanding why Case 5 is a single-pass case. 
Indeed, as can be seen from Table 1, the effectiveness of Case 
5 is almost equal to that of mixed tube fluid and unmixed 
external fluid (Pu) except for high values of NTU. 

From the foregoing discussion, it appears that Case 7 pro­
vides the highest effectiveness and Case 5 the lowest for the 
same NTU and R. If we consider air or gas as the out-of-tube 
fluid and liquid or phase-change fluid as the tube fluid, the 
typical value of R will be 0.2 (or lower), and the difference in 
P between Cases 7 and 5 is 1.7 and 4.1 percent at NTU = 1 
and 2, respectively. In contrast, the maximum difference in P 
for a gas-to-gas exchanger with R = 1 will be 6 and 12 percent 
at NTU = 1 and 2, respectively, for the foregoing two cases. 
Now, the tube fluid velocity will be higher for Case 5 compared 
to that for Case 7 since the number of tubes in a given pass 
is 4 and 10, respectively, for these cases. This will result in a 
higher heat transfer coefficient (and AP) for Case 5 yielding 
higher NTU and AP, and the difference in P for the same A 
and W will be smaller than indicated above. In the actual 
selection of a specific configuration, one also needs to consider 

the tubeside pressure drops as well as manufacturing and du­
rability aspects before a design is finalized. However, the anal­
ysis presented here first shows which arrangements are better 
from the heat transfer point of view and how much better 
before other design criteria are considered. 

Conclusions 
We have shown how a number of widely different arrange­

ments obtained -from a given tube bundle (6 rows, 60 tubes) 
can be described as far as the exchanger thermal effectiveness 
is concerned, in terms of standard configurations of known 
solutions. The expression of the actual configurations in terms 
of the standard ones is straightforward in some cases, whereas 
in others it requires a careful analysis and leads to results that 
are not evident at first sight, such as those of Cases 5 and 6. 
Of course, many more configurations can be obtained from 
the same tube bundle and analyzed in a similar way. In par­
ticular, inversion of the tube fluid direction of flow in Cases 
3, 4, 6, and 7 leads to cross-parallel flow geometries, which 
can be analyzed following exactly the same methods as here, 
but of course will yield lower values for the thermal effec­
tiveness. 

Specifically, out of seven configurations considered from 
the same tube bundle, Case 7 provides the highest effectiveness 
and Case 5 the lowest for the same NTU and R. 

In addition to the complex crossflow configurations pre­
sented here, there are many other complex heat exchanger 
configurations possible. Many of which are now possible to 
analyze in closed form using the chain rule methodology out­
lined by Pignotti (1989) and Pignotti and Shah (1992). 
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Rayleigh-Benard Convection in a 
Small Aspect Ratio Enclosure: 
Part 1—Bifurcation to Oscillatory 
Convection 
The present numerical study documents bifurcation sequences for Rayleigh-Benard 
convection in a rectangular enclosure with insulated sidewalls. The aspect ratios are 
3.5 and 2.1 and the Boussinesq fluid is water (average temperature of 70°C) with 
a Prandtl number of 2.5. Two transitions are documented numerically. The first 
transition is from steady-state to oscillatory flow and the second is a subharmonic 
bifurcation as the Rayleigh number is increased further. The dynamics of the flow 
and temperature field is analyzed in detail for the subcritical steady convection and 
the supercritical oscillatory convection. The numerical results compared well with 
experiments, both qualitatively and quantitatively. 

Introduction 
The Rayleigh-Benard system has been studied over the past 

century by a large number of researchers, who form a diverse 
group. This is not surprising. The Rayleigh-Benard system has 
applications to fields such as astrophysics, geophysics, and 
atmospheric sciences, as well as in engineering. There are strong 
theoretical reasons to study the system as well. The governing 
equations are a set of coupled nonlinear partial differential 
equations. It is now generally recognized that time dependence 
in the Rayleigh-Benard system offers clues to the transition 
from laminar to turbulent flow. 

The aim of this investigation is to document and examine 
flow transitions or bifurcations by direct numerical simulation 
as the control parameter, the Rayleigh number, is varied. The 
Rayleigh-Benard (henceforth referred to as RB) system is a 
convenient vehicle for studying the transition process, since 
the transition sequence is more well defined and stretched out 
in certain cases (Yang, 1988). Not surprisingly, the transition 
process has been a subject of much experimental work in the 
past (Busse, 1978). 

When the Rayleigh number is increased beyond a certain 
critical value, RB convection becomes oscillatory. Experimen­
tally (Behringer, 1985), it was shown that when the Rayleigh 
number is increased further, flow becomes turbulent soon after 
in large aspect ratio enclosures. It is only in small aspect ratio 
enclosures (less than 5) that RB convection evolves according 
to a distinct set of bifurcations, ultimately leading to turbu­
lence. This has been documented experimentally (Gollub and 
Benson, 1980; Maurer and Libchaber, 1979; Bergeetal., 1982). 
The experiments suggest that in small aspect ratio boxes the 
dynamic behavior is simpler due to the restricting and pervasive 
influence of the side walls. Also significant is that the dynamic 
behavior is highly degenerate and nonunique. It is a strong 
function of the aspect ratios, Prandtl number, and the time-
averaged mean flow. Many sequences of bifurcation (or sce­
narios) are possible for RB convection in small aspect ratio 
enclosures. 

In this paper the focus is on the period-doubling route to 
chaos for RB convection, theoretically described for the first 
time in iterated one-dimensional maps (Feigenbaum, 1978). 
The set of experiments that documented this is from Gollub 
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and Benson (1980) and Gollub et al. (1980). The experiments 
performed with water as the fluid used LDV techniques. The 
cell had a 3.5:2.1:1 geometry with a height of 7.90 mm. The 
strong temperature dependence on the viscosity of water made 
it possible to vary the Prandtl number by changing the mean 
temperature. Experiments were reported for a Prandtl number 
of 2.5. The mean flow observed consisted to two symmetric 
rolls oriented with axes parallel to the short side of the cell. 

Although these experiments (Gollub et al., 1980; Gollub and 
Benson, 1980) were comprehensive, many important issues 
couldn't be addressed. Due to experimental constraints, tem­
perature and flow field details were seldom known. Most of 
the data were local measurements of velocities. If numerical 
simulations can be made to correlate strongly with these ex­
periments, new insights can be garnered due to the greater 
degree of details available to the numerical analyst. The first 
part of the study looks into transition from steady-state to 
oscillatory convection. A second companion paper documents 
the transition from oscillatory flow to chaos (Mukutmoni and 
Yang, 1993). 

The paper begins with a discussion on the formulation of 
the problem and validation of the code. This is followed by a 
study of the initial condition and a grid refinement study. The 
next sections deal with oscillatory convection and its mecha­
nism. Subsequent bifurcations are then briefly documented 
followed by a summary of the conclusions. 

Formulation 
The formulation is made consistent with the experiments of 

Gollub et al. (1980) (henceforth referred to as GBS). The ge­
ometry of the enclosure is shown in Fig. 1. The vertical walls 
are adiabatic. The bottom wall is heated and the top wall is 
cooled, both isothermally. The fluid is Boussinesq, i.e., all 
transport properties are assumed constant with the exception 
of the buoyancy term in the momentum equations, which is 
linearized. The maximum temperature difference in the ex­
periments of GBS was 0.7 K. The Boussinesq approximation 
is justified according to the criteria set by Gray and Giorgini 
(1976). The aspect ratios are 3.5 and 2.1, and the Prandtl 
number is 2.5 as dictated by the experiments. The governing 
equations are nondimensionalized by suitable scales of the 
dependent and independent variables. The x, y, and z coor­
dinates were scaled by L, the enclosure height, the velocities 
were scaled by a/L, the time by L2/a, and the pressure dif-
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Cold top wall 

Table 1 Comparison between experimental (Farhadieh and Tankin, 1974) 
and numerical Nusselt numbers as a function of the Rayleigh number 

Ra 

2410 

3740 

4600 

6460 

Present 

work 

1.45 

1.82 

1.98 

2.15 

Farhadieh and 

Tankin (1974) 

1.45 

1.82 

1.96 

2.18 

Percentage 

difference 

<0.5 

<0.5 

1.02 

1.38 

Rolls 

Prescribed 

29 

27 

26 

22 

Hot bottom wall 

Lx ' 
Fig. 1 Geometry of enclosure 

ference between the total pressure and the equilibrium hydro­
static pressure in the absence of a temperature gradient was 
scaled by pa2/L2. The temperature was nondimensionalized by 
(T- T„,)/AT, AT= TH- Tc, and Tm= (TH+ Tc)/2, a is the 
thermal diffusivity, and p is the fluid density. The nondimen­
sionalized governing equations for the Boussinesq fluid are 
(Yang, 1988): 

V U = 0 

? + V . ( M U ) = - ^ + PrV2« 
dt dx 

dv dp i 
— + V ^ ( y U ) = - - ^ + PrV2!; + RaPrr 
dt dy 

^ + V . ( w U ) = - ^ + PrV2w 
dt dz 

^ + V . ( 7 U ) = V27 

(1) 

(2) 

(3) 

(4) 

(5) 

The boundary conditions consistent with the adiabatic and 
isothermal walls in a nondimensional form are the following: 

AT 
x = 0,Ax; Q<z<Az, 0 < / < l u = v==w = 0 T~ = 0 (6) 

p.rp 

z = 0,Az; 0<x<Ax, 0<7< l u=v=w = 0 — = 0 (7) 
dz 

y = 0,l; Q<x<Ax, 0<z<Az u = v=w = 0 T=0.5-y (8) 
Note that the pressure defined is actually the pressure differ­
ence between the total pressure and the hydrostatic pressure 
under isothermal and quiescent conditions nondimensionalized 
by the pressure scale pa2/L2. 

The governing equations were solved in primitive variables 

in a uniform, three-dimensional staggered grid based on the 
control volume method (Patankar, 1980). The QUICK scheme 
was used in the finite difference formulation of the convective 
terms to minimize numerical diffusion effects (Leonard, 1983). 
The SIMPLEX algorithm (Van Doormaal and Raithby, 1984) 
was used to solve the coupled heat transfer and fluid flow 
problem, which is essentially a more implicit variant of SIM­
PLE. Time stepping was done by an implicit Backward-Euler 
scheme. The time step was typically 0.0002 for the unsteady 
calculations and 0.001 when only the final steady-state solution 
was required. The time stepping error was quite minimal. 

Validation 
The code was validated with the experimental results of 

Farhadieh and Tankin (1974). This was necessary, since no 
analytical solutions are available for three-dimensional RB 
convection in a box for even limiting cases. Experiments were 
performed in a large aspect ratio box of dimensions 32:12:1. 
Fluid used was distilled water (Pr = 6.8). The experimentally 
observed wave-numbers were prescribed by starting the com­
putations with sinusoidal perturbations. We refer the reader 
to Mukutmoni and Yang (1993) for additional details. Table 
1 compares the Nusselt numbers of the experiments with those 
of Farhadieh and Tankin (1974). Figure 2(a) is the interfero-
gram of the experiments for a Rayleigh number of 6460. The 
isotherms from the calculation (Fig. 2(b)) are compared with 
the actual fringe patterns, which are essentially isotherms. The 
computations have exploited the fourfold symmetry in the flow 
and temperature fields (for an even number of rolls) in the 
horizontal plane. A 160x20x5 grid used gives a resolution 
of 0.05 in the vertical y direction and 0.1 in the x direction. 
Figure 2(c) shows only half the number of rolls, the other half 
being symmetric about the left wall. 

The results show that there is good agreement with exper­
iments for both the average and local values. Note that exact 
adiabatic and isothermal boundary conditions cannot be main­
tained experimentally and some differences are to be expected 

Nomenclature 

Ax = Lx/L = aspect ratio in the x di- p 
rection Pr 

Az = Lz/L = aspect ratio in the z di- Ra 
rection t 

g = acceleration due to gravity, m2/ T 
s Tc 

L = height of the enclosure, m TH 
Lx = dimension of enclosure in x di- AT 

rection, m 
Lz = dimension of enclosure in z di- u 

rection, m 
Nu = Nusselt number averaged over v 

a horizontal cross section 

nondimensional pressure 
v/a = Prandtl number 
gPATI?/vu = Rayleigh number 
nondimensional time 
nondimensional temperature 
cold wall temperature, °C 
hot wall temperature, °C 
temperature differ­
ence = TH- Tc, °C 
nondimensional x-direction ve­
locity 
nondimensional j'-direction ve­
locity 

w = nondimensional ^-direction ve­
locity 

x = nondimensional horizontal spa­
tial coordinate 

y = nondimensional vertical spatial 
coordinate 

z = nondimensional spatial coordi­
nate in the direction of depth 

a = thermal diffusivity, m2/s 
/3 = coefficient of volume expan­

sion, 1/K 
v = dynamic viscosity, m2/s 
p = density, kg/m3 
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(c) 

Fig. 2 (a)lnterferogram for Ra = 6460and Pr = 6.8(Farhadieh andTankin, 
1974); (b) numerically computed isotherms for Ra = 6460, Pr = 6.8, and 
grid size of 160 x 20 x 5; (c) computed streamlines for Ra = 6460, Pr = 6.8, 
and a 32:12:1 geometry 

due to uncertainties in the boundary conditions. Table 1 shows 
that the difference between experimental and numerical Nusselt 
numbers is less than 2 percent for all cases. 

Internal checks on the accuracy and consistencies show that 
the average Nusselt number at the cold and hot wall, which is 
a test of global energy balance, were equal to within machine 
precision when steady state was reached. The average mass 
flux across sections in the cavity was also checked. In most 
cases it was 10 ~6 or less (should be exactly zero for overall 
mass balance). 

Initial Conditions and Grid Refinement Studies 
The flow and temperature fields are complex functions of 

the governing parameters: the Rayleigh number, Prandtl num­
ber, and the aspect ratios. Due to the nonlinearity of the gov­
erning equations, multiple solutions are possible for a given 
point in the parameter space. The solutions depend on the 
initial conditions. Hence, to get a reproducible and unique set 
of bifurcations, it is necessary to specify the initial conditions 
very precisely. In the experiments of GBS and in this paper, 
the subcritical flow consisting of two symmetric and counter-
rotating rolls parallel to the short side shown schematically in 
Fig. 3 is imposed by prescribing the required wavenumber. 
The two-cell pattern shown in Fig. 4 is for a Rayleigh number 
of 20,000. Some more details of the subcritical flow will now 
be described. 

Figures 5 shows the w-velocity contours (z direction) at dif­
ferent vertical planes perpendicular to the roll axis. The w 
velocity is larger as we move away from the midplane and 
toward the endwalls. The three dimensionality of the flow is 

j r 

Fig. 3 Schematic diagram of two-roll Rayleigh-Benard convection 

(a) 

(b) 

(c) 

y 
A 

- ^ x 

Fig. 4 (a) Sectional streamlines, (b) velocity vectors, and (c) isotherms 
at vertical section z= 1.7; Ra = 20,000; grid size equals 30 x 20 x 30. 

quite self-evident in the form of a weak spiraling motion along 
the roll axis (Fig. 6). Physically, this is caused by the rigid 
endwalls interacting with the rotating rolls. This induces an 
axial flow away from the wall. The same phenomenon was 
reported by Kessler (1987). Also, the rolls are no longer con­
fined to the vertical plane near the walls (Fig. 6). More details 
were reported by Mukutmoni and Yang (1991b). 

Computations shown are on a 20 x 20 x 20 uniform grid. A 
grid refinement study (summarized in Table 2) was carried out 
to gage the adequacy of the grid. The average Nusselt number 
as well as the maximum velocities and their locations are shown. 
The fourth column shows near grid-independent values as a 
result of Richardson extrapolation. These have a sixth-order 
truncation error. The final column compares the extrapolated 
numbers with the 20x20x20 grid calculations. 
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(a) Table 2 A grid refinement study for average and local values for sub-
critical steady two-roll convection (Ax - 3.5, Az = 2.1, Pr = 2.5, Ra = 20,000) 

(b) 

(c) 

Fig. 5 iv-veiocity contours for Ra = 20,000 and a grid size of 20 x 20 x 20 
for different vertical sections: (a) z=0.24, (b) z=0.6, and (c) z = 0.94 

-*- x 

Fig. 6 Top view of pathlines for Ra = 20,000 and a grid size of 20 x 20 x 20 

From the grid refinement study it is seen that quantitatively 
the average Nusselt number differs from the grid-independent 
value by about 3 percent for a 20 x 20 x 20 grid (Table 2). The 
most serious resolution problem is with the velocity boundary 
layer along the vertical walls parallel to the roll axes. Even 
then, the maximum vertical velocities differ by less than 11 
percent from the grid-independent value. As a compromise 
between computing resources and accuracy, the 20 X.20x20 
grid was chosen for most of the computations. The flow and 
temperature fields do have a fourfold symmetry in the hori-

Grid 

size 

Nu 

Umax 

X (Umax) 

V (Umax) 

Z (Umax) 

Vmax 

X (Vmax) 

y ( Vmax) 

z (Vmax) 

Wmax 

X (Wmax) 

y (Wmax) 

z (Wmax) 

20x20 

x20 

2.646 

42.75 

0.70 

0.82 

0.47 

46.67 

0.09 

0.55 

1.0 

7.81 

0.09 

0.22 

0.315 

40x40 

x40 

2.586 

42.97 

0.61 

0.81 

0.50 

51.05 

0.04 

0.52 

1.02 

8.13 

0.04 

0.21 

0.315 

80x80 

x80 

2.571 

43.01 

0.66 

0.81 

0.51 

51.95 

0.02 

0.52 

1.04 

8.18 

0.02 

0.21 

0.315 

Projected 

estimate 

2.566 

43.02 

0.677 

0.804 

0.517 

52.23 

0.014 

0.514 

1.042 

8.200 

0.014 

0.204 

0.315 

Percentage 

difference 

3.12 

0.63 

-
-
-
10.64 

-
-

4.76 

-

3.2 3.3 
Ra*10-4 

3.5 

Fig. 7 The square of the amplitude of oscillation of the u, v, and w 
velocity as a function of the Rayleigh number for a 20 x 20 x 20 grid for 
the grid location (7, 7, 7) 

zontal plane (Figs. 4 and 6). These symmetries might not be 
sustained in the supercritical regime. Symmetry conditions 
(which would reduce computational expenses considerably) 
were used a posteriori, i.e., when direct calculations revealed 
such a symmetry. 

Oscillatory Convection 
With an initial flow configuration consisting of two sym­

metric rolls, it is now possible to proceed with the calculations 
in the supercritical region. Unless otherwise stated, all calcu­
lations are restricted to a 20x20x20 grid. The flow field 
undergoes a bifurcation from steady flow to oscillatory con­
vection. The critical Rayleigh number was estimated by ex­
trapolation. It is almost computationally intractable to calculate 
it directly, since the transients get larger and larger as one 
approaches the critical point. 

The square of the amplitude of oscillation of the u, v, and 
w velocity as a function of the Rayleigh number shows a linear 
variation (Figs. 7 and 9) for two different grids, respectively. 
This functional dependence is consistent with stability theory 
(Behringer, 1985), which was derived for RB convection with­
out sidewalls. It is surprising that this is valid even for small 
boxes. The amplitude of the velocities corresponds to the grid 
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26 

25 

24 

23 

22 

21 
3.0 3.1 3.2 3.3 3.4 3.5 3.6 3.7 

R a * 1 0 - 4 

Fig. 8 The fundamental frequency as a function of the Rayleigh number 
for 20 x 20 x 20 and 40 x 40 x 40 grids 

3.3 

Ra*10-4 
Fig. 9 The square of the amplitude of oscillation of the u, v, and w 
velocity as a function of the Rayleigh number for a 40 x 40 x 40 grid for 
the grid location (13, 13,13) 

location (6, 6, 6), which was quite arbitrarily chosen. Since 
the grid is staggered, u, v, and w locations do not correspond 
to the same point. Extrapolation to zero velocity amplitude of 
oscillation (using Figs. 7 and 9) shows that the critical Rayleigh 
number is around 30,000 (consistent with the experimental 
results of GBS). 

The frequency of oscillation is a weak function of the Ray­
leigh number (Fig. 8). As the Rayleigh number is increased, 
the frequency of oscillation also increases (also confirmed by 
GBS). Figure 8 shows the frequency as a function of the Ray­
leigh number for two different grids. In both cases, the results 
of the simulation are consistent with experiments and show 
the same qualitative behavior. Table 3 compares the numerical 
and experimental (GBS) frequencies of oscillation for a Ray­
leigh number of 35,000. The quantitative agreement is quite 
encouraging (less than 5 percent difference for the fine grid). 

In the time-dependent domain the dynamic behavior of the 
flow field can be conveniently depicted in terms of phase tra­
jectories and the power spectra. The phase trajectory plots the 
u and v velocities at a fixed grid location (at (6, 6, 6)). The 
power spectrum was computed by the fast Fourier transform 
using the standard Cooley-Tukey algorithm. For most cases, 
at least 8192 points were sampled for estimating the amplitudes 
in the frequency domain. The u-velocity time series was chosen 
for calculating the power spectra. 

In the experiments that document bifurcations, the Rayleigh 
number is progressively increased by increasing the tempera­
ture difference between the horizontal walls. For a highly non­
linear problem such as this, the bifurcation not only depends 
on the mean flow but also on the thermal history (Busse, 1978). 
It is important to known in what steps the Rayleigh number 
was increased between successive runs. Unfortunately, this 

Table 3 Comparison of experimental and numerical frequencies for 
Ra = 35,000 

Grid Size Non-dimensional Dimensional GBS Percentage 

Frequency Frequency (Hz) (Hz) Difference 

20x20x20 

40x40x40 

23.8 

24.4 

0.062 

0.064 

0.067 

0.067 

7.46 

4.48 

(a) (b) 

Fig. 10 Phase trajectory for (a) Ra = 35,000, (b) Ra = 36,000; power spec­
tra for (c) Ra = 35,000, (d) Ra = 36,000 

information was not explicitly stated by GBS. In the set of 
simulations, Rayleigh number was increased in steps of 2000 
or 1000. In some cases sensitivity to step size (or thermal 
history) was observed. Further details are given by Mukutmoni 
(1991). The results of the runs for the Rayleigh numbers of 
3.5 X 104 and 3.6x 104 are shown in Fig. 10. The period-dou­
bling bifurcation is clearly shown to occur between 35,000 and 
36,000, most probably very close to 36,000, since the subhar-
monic component is weak and the transients long. 

The experimental and numerical bifurcations thus far, sum­
marized in Table 4 show complete qualitative agreement. The 
critical Rayleigh numbers show good agreement as well (Table 
4). 

Flow Mechanism 
. The oscillating temperature field (at Ra = 35,000) as a func­

tion of time was looked into by taking eight "snapshots" than 
span one complete oscillation cycle (Fig. 11). The isotherms 
are taken in a horizontal plane above the plane of symmetry. 
Figure 11 indicates that oscillations consist of standing waves 
propagating along the roll axis. This is consistent with the 
stability results of Clever and Busse (1974). Accordingly, time 
dependence is in the form of traveling waves propagating along 
the axis of the rolls for RB convection with no lateral bound­
aries. The standing wave observed in the numerical simulation 
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Table 4 Experimental and computed critical Rayleigh numbers (a) 

46,000. This is shortly followed by a periodic flow at 48,000. 
Between 46,000 and 48,000 the flow was found to show evi-

is an obvious extension of their results. As a result of reflection dence of quasi-periodicity with a low-frequency component. 
off the walls, a standing wave pattern is created instead of In contrast, a bifurcation observed in the simulations was 
traveling waves in a horizontally unbounded domain. somewhat different. The details of the differences and the 

Contour maps of the amplitude of the subharmonic and reason for these observed differences and a complete docu-
fundamental frequency of the temperature oscillations are mentation of the bifurcation sequence until the onset of chaos 
shown in Figs. 12(a) and 12(b). The Rayleigh number is 36,000, is described in detail in the companion paper (Mukutmoni and 
just beyond the subharmonic bifurcation. The contours cor- Yang, 1993). It will be shown that the period-doubling route 
respond to the same horizontal location shown in Fig. 11. The to chaos can indeed be faithfully reproduced if certain sym-
contours show that maximum temperature oscillations occur metry conditions are imposed, 
on either side of the line of symmetry near the core of the 
cavity away from the walls. A fourfold symmetry is seen in 
the oscillation amplitude contours for both the fundamental Conclusions 
and the subharmonic. This fourfold symmetry is a crucial The numerical experiments have shown that RB convection 
feature and will be discussed at length in the companion paper. in a small aspect ratio box undergoes a sequence of bifurcation 
A strict standing wave pattern is not observed. If that was the from steady state to oscillatory convection. The code was val-
case, the contours would be horizontal lines and no closed idated with the experimental results of Farhedieh and Tankin 
contours would occur. (1974) and good agreement between the two was observed. A 

Structurally, the fundamental and subharmonic share sim- grid refinement study revealed that a 20 x 20 x 20 uniform grid 
ilar features. The maximum amplitude for the subharmonic is was sufficient for our needs. The steady subcritical RB con-
close to the spatial location of the fundamental frequency. The vection consisted of two symmetric counterrotating rolls. The 
same was concluded by GBS in their experiments. The simu- flow field was found to be completely three dimensional, es-
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pecially near the end-walls. A weak spiraling motion was ob­
served along the roll axis. 

In the time-dependent domain, the qualitative behavior of 
oscillation amplitudes near the critical Rayleigh number (from 
steady to unsteady convection) was identical to results from 
stability theory. The bifurcation sequence observed 
(SS=>Pi=>P2) is identical to the experiments (GBS) until this 
point. The critical Rayleigh numbers for the two bifurcations 
and the frequencies of oscillation were in good quantitative 
agreement with experiments (GBS). The frequency as a func­
tion of the Rayleigh number showed the same qualitative be­
havior as the experiments (GBS). 

The nature of the oscillations was determined and found to 
consist of an approximate standing wave pattern. The maxi­
mum temperature oscillations were found to occur around the 
symmetry line separating the two rolls. The fourfold symmetry 
in the horizontal plane of the flow and temperature fields was 
preserved for the temperature oscillation amplitudes as well. 

In the second part of the paper, we note that beyond the 
first subharmonic bifurcation there are qualitative differences 
between experiments and numerics and probe into the reasons 
behind these differences. 
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Rayleigh-Benard Convection in 
a Small Aspect Ratio Enclosure: 
Part II—Bifurcation to Chaos 
The present numerical study documents bifurcation sequences for Rayleigh-Benard 
convection in a rectangular enclosure with insulated sidewalls. The aspect ratios are 
3.5 and 2.1 and the Boussinesq fluid is water (average temperature of 70°C) with 
a Prandtl number of 2.5. The transition to chaos observed in the simulations and 
experiments is similar to the period-doubling (Feigenbaum) route to chaos. How­
ever, special symmetry conditions must be imposed numerically, otherwise the route 
to chaos is different (Ruelle-Takens-Newhouse). In particular, the Feigenbaum 
route to chaos can be realized only if the oscillating velocity and temperature field 
preserves the fourfold symmetry that is observed in the mean flow in the horizontal 
plane. 

Introduction 
In recent years there has been mounting evidence from var­

ious disciplines that all nonlinear dynamic systems share some 
very universal features; namely that when some control pa­
rameter is varied the system undergoes a series of bifurcations 
that ultimately leads to chaos. One such system that is governed 
by coupled nonlinear partial differential equations, Rayleigh-
Benard convection, is the subject of the present paper. 

The Rayleigh-Benard (henceforth called RB) system has been 
of particular interest to researchers because of its relevance to 
the problem of transition, i.e., the mechanism by which lam­
inar flow becomes turbulent. The RB system has been studied 
in the past to see whether it behaves like other simpler dynamic 
systems. The hope is that additional insights could be obtained 
of this complicated phenomenon by linking it to the advances 
that have already been made in dynamic system theory and 
chaos. One such dynamic behavior, the period-doubling (Fei­
genbaum) route to chaos that occurs in simple dynamic sys­
tems, has been found to occur in RB convection as well (Gollub 
et al., 1980) and in particular for small aspect ratio boxes. 

First, it must be noted that the period-doubling route to 
chaos documented experimentally does not exactly match the 
sequence of bifurcations observed in iterated noninvertible 
maps (Feigenbaum, 1978). In the case of the iterated maps the 
bifurcation sequence consists of an infinite sequence of sub-
harmonic bifurcations until theonsetof chaos. This is followed 
by windows of periodicity beyond chaos. The experimental 
documentations have been somewhat different. Gollub et al. 
(1980) (henceforth referred to as GBS) recorded two subhar-
monic bifurcations before chaos set in. Chaos was preceded 
by quasi-periodic flow consisting of a low-frequency compo­
nent. 

Libchaber and Maurer (1981) in their experiments with liquid 
helium observed four successive period-doubling bifurcations. 
This was followed by a low-frequency component in the spec­
trum and chaos soon after. Windows of periodicity after the 
onset of chaos was observed for higher Rayleigh numbers. 
Nevertheless, the bifurcations sometimes did not result in halv­
ing of the frequency. The frequency observed at times was 
one-third or one-fifth. 

In an experiment with mercury, Libchaber et al. (1982) ob­
served a period-doubling sequence for a four-roll pattern. Five 
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Fig. 1 Geometry of the enclosure 
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Experimental Sequence (Gollub et al.,1980) 

32,000 36,000 40,000 

Rayleigh Number 

Fig. 2 Bifurcation sequence observed experimentally and numerically. 
The parameters are A, = 3.5, 4 , = 2.1, and Pr = 2.5. SS=steady state; 
P, = periodic; P2 = periodic after one period-doubling; PA = periodic after 
two period-doublings; W= chaotic; QP= quasi-periodic 

period-doubling bifurcations were recorded. The inverse cas­
cade after chaos was observed.The low-frequency quasi-pe­
riodic flow observed by others did not occur. Experimentally, 
it was necessary to stabilize the rolls by subjecting the fluid to 
a magnetic field parallel to the roll axis. 

It is therefore clear that the period-doubling route to chaos 
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(a ) (b ) 

1 19 29 38 49 59 69 79 

(c) (d) 

Fig. 3 Ra = 39,000: (a) phase trajectory, (b) spectral amplitudes; Ra = 41,000; (c) phase trajectory, (d) spectral 
amplitudes 

is not quite faithfully reproduced. Even such a limited agree­
ment is quite remarkable. It is seen that the RB system with 
its potentially infinite number of degrees of freedom behaves 
similar to a one-dimensional iterated map system. The principal 
difference is the presence of low-frequency quasi-periodicity 
in the spectrum that terminates the period-doubling cascade. 

The numerical investigation of the companion paper (Mu-

kutmoni and Yang, 1993) is continued here. The paper begins 
with a brief description of the formulation (same as the com­
panion paper). This is followed by a study of the bifurcation 
sequence until the onset of chaos. The formulation is then 
changed to one where a fourfold symmetry is imposed. The 
bifurcation sequence is then studied. The main conclusions are 
then stated. 

Nomenclature 

Ax = Lx/L = aspect ratio in the x 
direction 

Az = Lz/L = aspect ratio in the z 
direction 

g = acceleration due to gravity, 
mVs 

L = height of the enclosure, m 
Lx = dimension of enclosure in x 

direction, m 
Lz = dimension of enclosure in z 

direction, m 
Nu = Nusselt number averaged 

over a horizontal cross sec­
tion 

Pr = v/a = Prandtl number 
Ra = g/3A7X3/m = Rayleigh num­

ber 
t = nondimensional time 

T = nondimensional temperature 
Tc = cold wall temperature, °C 
TH = hot wall temperature, °C 
AT" = temperature differ­

ence = TH- Tc, °C 
nondimensional x-direction 
velocity 
nondimensional j-direction 
velocity 

u = 

v = 

w = nondimensional z-direction 
velocity 

x = nondimensional horizontal 
spatial coordinate 

y = nondimensional vertical spa­
tial coordinate 

z = nondimensional spatial coor­
dinate in the direction of 
depth 

a = thermal diffusivity, mVs 
/3 = coefficient of volume expan­

sion, 1/K 
X = bifurcation parameter 
v = dynamic viscosity, m2/s 
p = density, kg/m3 
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Fig. 4 Maximum Lyapunov exponent as a function of the Rayleigh 
number 
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Fig. 5 Mean velocity and temperature fields for Fta = 37,000: (a) stream­
lines, (b) velocity vectors, (c) isotherms 

Formulation 
The geometry of the enclosure is shown in Fig. 1. The vertical 

walls are all adiabatic. The bottom wall is heated and the top 
wall is cooled, both isothermally. The fluid is Boussinesq, i.e., 
all transport properties of the fluid are constant with the ex­
ception of the buoyancy term in the momentum equations, 
which is linearized. The aspect ratios of 3.5 and 2.1 and the 
Prandtl number of 2.5 are the same as the parameters given 
by GBS. The rest of the details on the formulation, validation, 
and grid refinement are given in the companion paper (Mu-
kutmoni and Yang, 1993) and will not be repeated. All sim­
ulations were done on a 20x20x20 uniform grid unless 
otherwise stated. 

Bifurcation Sequence 
The bifurcation sequence observed numerically and docu­

mented experimentally until the onset of chaos is shown in 
Fig. 2. Experimentally (GBS), a second subharmonic bifur­
cation was observed close to Ra = 46,000. The flow becomes 
quasi-periodic (with a low-frequency component) soon after 
and chaotic at Ra = 48,000. The bifurcation observed in the 

(b) 

-¥• X 

~*" x Fig. 6 Contours for temperature oscillation amplitudes in a horizontal 
section: (a) y = 0.78, (b) y= 0.6 

(c) Id) 

WJ 
\ ^^"s 

\\ i 

Fig. 7 Spectral amplitudes for different horizontal sections: (a) y = 0.075, 
(6) y = 0.225, (c) y = 0.3, (d) y = 0.375, (e) y = 0.45, (f) y = 0.525 
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(a) (b) 
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100 120 140 160 

U vat 

U VELOCITY V VELOCITY PHASE I THE FREQUENCY OOHAIN 

(c) (d) 
Fig. 8 (a) Phase trajectory, (b) spectral amplitudes for Ra = 35,000; (c) phase trajectory, (d) spectral ampli­
tudes for Ra = 36,000 

simulations (Fig. 2) did not record any further subharmonic 
bifurcation. Flow was quasi-periodic between 36,000 and 37,000 
and chaotic between 39,000 and 41,000 (Fig. 3). 

Chaos was determined by calculating the largest Liapunov 
exponent. The largest Liapunov exponent was estimated using 
a one-dimensional time series. The algorithm and implemen­
tation details are given by Wolf et al. (1985). In this case, the 
u-velocity signal was used as the time series. A positive Lia­
punov exponent implies chaos. 

The largest exponents calculated (Fig. 4) were all positive 
and were found to increase with an increase in Rayleigh num­
ber. Unfortunately, the exponents themselves cannot be esti­
mated very accurately using this technique. Errors up to 40 
percent are not unusual (Wolf et al., 1985). A positive exponent 
could very well be zero, in which case the flow is not chaotic. 
Additional information is necessary to interpret the exponents. 
An inspection of the phase trajectory for Ra = 39,000 (Fig. 
3(a)) shows that it is a projection of a torus, implying that the 
dynamics is quasi-periodic. On the other hand, the dynamics 
for Ra = 41,000 (Fig. 3(c)) is irregular. The Liapunov exponents 
must then be "calibrated" accordingly. Any positive value for 
the exponent greater than the one corresponding to 39,000 is 
taken to be positive and hence chaotic. 

Thus, it is estimated that flow became chaotic between 39,000 
and 41,000. The route to chaos is the Ruelle-Takens-Newhouse 
scenario (P =* QP =*N). 

(a) 

? 

- 2 1 0 -

" ^ 4 3 0 — 

" ~ - 2 1 0 — 

i 

(d) 

Fig. 9 Oscillation contours for the fundamental frequency: (a) 
Ra = 36,000, (b) Ra = 42,000; oscillation contours for the subharmonic: 
(c) Ra = 36,000, (d) Ra = 42,000 
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Fig. 10 (a) Phase trajectory, (b) spectral amplitudes for Ra = 47,000; (c) phase trajectory, (d) spectral am­
plitudes for Ra = 48,000 

The sequence of bifurcations observed in the simulations 
was not unique. They were sensitive to the step changes in the 
Rayleigh number. If the Rayleigh number was increased in 
steps of 2000, the sequence observed was different. The bi­
furcation sequence presented in this and the companion paper 
is for a step change of 1000. Further details of this sensitivity 
are given by Mukutmoni (1991). The low-frequency noise in 
some cases was found to occur immediately after bifurcation 
to periodic flow for other step changes. 

The premature incidence of the low frequency is not entirely 
unexpected. This has been noted in experiments. GBS ob­
served, "Relatively small variations in the geometry, Prandtl 
number, or mean flow caused a second incommensurate fre­
quency to appear after at most one subharmonic bifurcation. 
It thus seems probable that the subharmonic route to turbu­
lence is but one of several distinct paths, and may not even 
be the most common one." The low-frequency case at a Ray­
leigh number of 37,000 merits a more detailed study. 

Accordingly, the mean velocity and temperature field was 
looked into (Fig. 5). Note that in contrast to the perfectly 
symmetric counterrotating rolls of the subcritical regime, some 
degree of asymmetry was observed. The roll on the left is a 
little shorter than the roll on the right (Fig. 5(c)). The spatial 
distribution of the low-frequency temperature oscillations for 
the same case was looked into at two different horizontal 

sections (Fig. 6). Figure 6 shows that the maximum oscillations 
of the low frequency occur near the plane of symmetry sep­
arating the rolls. The low frequency is thus associated with the 
slow expansion and contraction of the rolls themselves. 

From the results of the simulation it appears that the intro­
duction of this low frequency, which physically corresponds 
to the slight mismatch between the rolls, can be delayed if the 
increase in heating (or Rayleigh number) is done quasi-stati-
cally or in infinitesimal steps. However, it cannot be avoided. 

Simulations With Symmetry 
The reasons for the observed differences between the results 

of the simulation and experiments will now be discussed. To 
reiterate, GBS reported that the low frequency in the flow 
showed up after two subharmonic bifurcations as the Rayleigh 
number was progressively increased. Also, when the sequence 
was traversed backwards, by starting from the maximum and 
reducing the temperature difference, the low-frequency noise 
appeared quite abruptly at 46,000. In the companion paper 
(Mukutmoni and Yang, 1993) it was noted that the subcritical 
steady convection showed a fourfold symmetry in the hori­
zontal plane. The temperature oscillation amplitudes were also 
found to share the same symmetry. It is this very symmetry 
that is lost when the low-frequency noise sets in. It therefore 
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(a) 

Fig. 11 Oscillation contours for Ra = 50,000: (a) fundamental frequency 
(/), (b) frequency of 112, (c) frequency of flA 

(a) 

seems reasonable that if this symmetry is imposed by any 
means, the low-frequency modulation can be avoided alto­
gether. In the next section, the formulation and results of the 
calculation when such a symmetry is imposed are presented. 

Formulation With Symmetry 
The formulation is identical to the case without symmetry 

except for the boundary conditions given below: 
A ~ A dT 

X = Y< ° - z -~ f> O ^ ^ 1 u = v=w = 0, — = 0 (1) 

Az „ Ax 
AT 

0<_y<l u = v=w = 0,—- = 0 (3) 
oz 

Z = 0; 0 « 4 , 0 ^ 1 J = f=w = 0,^=0 (4) 
2 <7Z az oz 

7 = 0,1; 0 < x < ~ ; 0<z< ^ ; w = y=w = 0, 

7=0.5-7 (5) 
The computational domain is now reduced by a factor of four 
as a result of the symmetry imposed on two vertical walls. The 
grid used for these calculations with symmetry is 10 x 20 x 10. 
The resolution is the same as a 20x20x20 grid, which was 
judged adequate from a grid refinement analysis carried out 
by Mukutmoni and Yang (1993). The experiments of Libchaber 

(b) 

U VELOCITY V VELOCITY PHASE PLOT THE FREQUENCY DOMAIN 

(c) (d) 
Fig. 12 (a) Phase trajectory, (b) spectral amplitudes for Ra = 51,500; (c) phase trajectory, (d) spectral amplitudes for Ra = 52,000 
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et al. (1982) are quite suggestive. By forcibly aligning the rolls 
using magnetic fields, the low-frequency noise was eliminated 
and this made the Feigenbaum scenario possible. The following 
looks into this possibility with the help of numerically imposed 
symmetries. 

Logis t i c Map 

0.1 0.8 0.9 1.0 

alpha 

Fig. 13 Bifurcation diagram for the quadratic map as given by Parker 
and Chua (1988) 

Results and Discussion 
The results of the simulation show that the bifurcation se­

quence is unchanged until the first subharmonic bifurcation. 
The first bifurcation to time-dependent flow occurred at a 
Rayleigh number of 30,000 (by extrapolation). The first period-
doubling bifurcation occurred between 35,000 and 36,000. Un­
like the case without symmetry, no sensitivity to step size was 
observed. 

Unless otherwise stated, the phase trajectories are between 
the u and v velocity at the grid location (2, 5, 2). This cor­
responds to the spatial location of (0.35, 0.225, 0.158) for the 
u velocity and (0.52, 0.2, 0.158) for the v velocity due to the 
staggered nature of the grid. The oscillation contours are for 
the horizontal section ^ = 0.78 and correspond to the temper­
ature field. The spectral amplitudes correspond to the u ve­
locity. 

Figure 7 shows the spectral amplitude of the fundamental 
frequency (about 23 in nondimensional units) for different 
horizontal sections. Figure 1(a) corresponds to the horizontal 
section y = 0.075. The other sections are in intervals of 0.15 in 
increasing order. The contours have been scaled by a factor 
of 104. The section shown represents only one-fourth of the 
geometry. The plane of symmetry is represented by the top 
and left line of the rectangle. The oscillations have the fol­
lowing features: 

1 The oscillations are the highest in the core region and 
decays toward the walls. The nature of the oscillations are not 

(a) 
U VELOCITY V VELOCITY PHASE PLOT 

(b) 

THE FREQUENCY 00HAIN 

U VELOCITY V VELOCITY PHASE PLOT THE FREQUENCY DOMAIN 

—I ' T -

(c) (d) 
Fig. 14 (a) Phase trajectory, (b) spectral amplitudes for Ra = 52,500; (c) phase trajectory, (d) spectral amplitudes for Ra = 57,000 
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exactly standing waves. If that was so, the oscillation contours 
would have been parallel horizontal lines. The oscillating tem­
perature field is more complicated. The horizontal lines are 
superposed with closed contours, which can be described as 
sources or focal points of oscillation. 

2 The maximum oscillations or focal points are close to the 
vertical line of symmetry near the middle of the cell where the 
flow is descending and far from or near the walls depending 
on the horizontal cross section. 

First Subharmonic Bifurcation. Between Rayleigh num­
bers of 35,000 and 36,000, a period-doubling bifurcation oc­
curs (Fig. 8). As a result, a frequency with half the fundamental 
is added to the spectrum. Linear combinations of the funda­
mental and its subharmonic (Fig. 8(d)) were observed. The 
phase trajectory is typically folded as well after the bifurcation 
(Fig. 8(c)). Note that the experimentally observed bifurcation 
occurred between 36,000 and 37,000 (GBS). 

As a result of the bifurcation, the spatial distribution of the 
fundamental is almost unchanged (Fig. 9(a)). The spatial dis­
tribution of the subharmonic is more complicated. The max­
imum of the subharmonic at the given section (y = 0.78) is 
neither near the core nor near the walls, but rather somewhere 
in between (Fig. 9(c)). As the Rayleigh number is increased, 
the subharmonics get stronger at the expense of the harmonic, 
but the spatial structure of the harmonic and the subharmonic 
is unchanged (Figs. 9(b) and 9(d)). 

Subsequent Bifurcations. The second subharmonic bifur­
cation was found to occur between a Rayleigh number of 
47,000 and 48,000. This is close to the experimentally deter­
mined critical Rayleigh number of 46,000 for the second sub­
harmonic bifurcation (GBS). A second folding is observed in 
the trajectories (Fig. 10(c)) accompanied by another subhar­
monic frequency (Fig. 10(d)). 

Unlike the previous bifurcations, the spatial structure of the 
fundamental (/) undergoes dramatic changes. The maximum 
amplitude is now localized near the plane of symmetry on the 
left (Fig. 11(a)). The oscillations are lower near the vertical 
walls perpendicular to the roll axis (horizontal lower line in 
Fig. 11(b)), thus preserving the essential standing wave pattern. 
The first subharmonic (f/2) has its maximum near the walls, 
in contrast to the fundamental. The second subharmonic (Fig. 
11(c)) is the weakest of the three. These oscillations are closest 
to the standing wave pattern, with the maximum occurring at 
the vertical plane of symmetry perpendicular to the rolls and 
gradually tapering off near the walls (Fig. 11(c)). 

Subsequent period-doubling bifurcations were also docu­
mented. Qualitatively, the interval between subsequent period-
doubling bifurcations decreased. This is exactly what was ob­
served in the one-dimensional quadratic map. Feigenbaum 
(1978) determined that (X„-X„_,)/(X„+i-X„) 
= 4.669201 . . . in the limit when n tends to infinity. It be­
comes increasingly difficult to pinpoint subsequent bifurca­
tions since the bifurcation points get closer and closer. The 
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Fig. 15 (a) Phase trajectory, (b) spectral amplitudes for Ra = 60,000; (c) phase trajectory, (d) spectral amplitudes tor Ra = 65,000 
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Fig. 16 (a) Phase trajectory, (b) spectral amplitudes for Ra = 70,000; (c) phase trajectory, (d) spectral am­
plitudes lor Ra = 75,000 

third subharmonic bifurcation was observed between 51,000 
and 51,500. Since the frequencies are getting lower and lower, 
more points need to be sampled to resolve the frequencies. 
Figures 12(a) and (b) show the fourth period-doubling in the 
spectra. At 52,000 (Figs. 12(c) and (d)) the flow is probably 
chaotic, but the time series is not long enough to determine 
that for certain. In all these cases, the time step was taken to 
be 0.0001, and 16,384 points were sampled in each case. 

The Feigenbaum number for the first three subharmonic 
bifurcations is approximately 3.2. This is markedly different 
from the universal constant in quadratic maps since the con­
stant is valid only in the limit of a large number of bifurcations. 
The determination of subsequent bifurcations by brute force 
numerical simulation is too time consuming and was not at­
tempted. It is quite clear that by imposing numerical symmetry, 
the low frequency was "filtered out." The scenario observed 
in the absence of the low frequency is almost certainly the 
Feigenbaum route to chaos, which is an infinite sequence of 
subharmonic bifurcations (Pl=>P2=>P4 . . . N). This is con­
sistent with the qualitative observations of Libchaber et al. 
(1982). 

Windows of Periodicity. The one-dimensional quadratic 
map shows a surprisingly complicated dynamic behavior. Not 
only does it exhibit a sequence of period-doubling bifurcation, 
but as shown in Fig. 13, there are regions of periodic behavior 

between regions of chaotic behavior (Parker and Chua, 1988). 
This has been documented in the experiments of Libchaber et 
al. (1982) and also was found to occur in the simulations. At 
a Rayleigh number of 52,500 the flow is again periodic (Figs. 
14(a) and 14(6)). 

The next period-doubling bifurcation occurs between 57,000 
and 60,000. The dynamics at 57,000 is no different from the 
53,000 case (Figs. 14(c) and 14(d)). At 60,000 the subharmonic 
is visible, but somewhat weak (Fig. 15(6)). The folding of the 
trajectory is obvious (Fig. 15(a)). This is the beginning of yet 
another period-doubling cascade. 

A further increase in the bifurcation parameter (the Rayleigh 
number) to 70,000 reveals a second window of periodicity as 
seen in Figs. 16(a) and 16(6). In fact, if the behavior of the 
quadratic map is any indication there should be an infinite 
number of such windows. Naturally, it is an impossible task 
to locate all the windows. Figures 16(c) and 16(d) show the 
flow after perhaps several period-doublings at a Rayleigh num­
ber of 75,000. This is the highest Rayleigh number simulated. 
Since the grid refinement study reported by Mukutmoni and 
Yang (1993) was for much lower Rayleigh numbers, it was felt 
that it would not be reasonable to continue further. The fact 
that such a complex system qualitatively reproduces the dy­
namics of a one-dimensional map is itself very surprising, since 
the spatial distribution of the oscillations was found to be so 
complex. 
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Conclusions 
In an attempt to understand the physics of the bifurcations 

in Rayleigh-Benard convection, direct numerical simulation 
was carried out for the case experimentally documented by 
Gollub et al. (1980). There was good agreement between the 
computations and experiments for the 3.5:2.1:1 box and 
Pr = 2.5 case (for water) for the first two bifurcations. Further 
down, computations revealed a low-frequency noise in the 
spectra, which was physically associated with the asymmetry 
in the rolls. This was followed by chaos. 

Although the experiments documented a second subhar-
monic bifurcation before encountering the low frequency and 
subsequent chaos, the calculations are consistent with the ob­
servation by GBS that this route is atypical and can be realized 
only with difficulty. The computations indicate that the route 
observed in experiments is possible only if the Rayleigh number 
is increased in small steps or quasi-statically. Numerically it 
was found that the only feasible way of traversing this bifur­
cation path was by imposing a perfect fourfold symmetry in 
the horizontal plane. 

In such a run, it was found that the Feigenbaum scenario 
was observed, and no low-frequency quasi-periodicity was en­
countered. This makes it quite clear that it is the asymmetry 
between the rolls that terminates the Feigenbaum sequence and 
the introduced quasi-periodicity. The bifurcation sequence for 
the set of parameters is therefore non-unique. The most com­
mon scenario, it seems, is a finite cascade of period-doubling 
followed by quasi-periodicity (with a low frequency) and sub­
sequent chaos. 

This generic bifurcation path was avoided numerically by 
imposing symmetry. The scenario observed as a result is strik­
ingly similar to that observed in one-dimensional maps. There 

appears to be an unending sequence of period-doubling bi­
furcations until chaos. There were at least two windows of 
periodicity between chaos, as in quadratic maps. 
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Natural Convective Heat Transfer 
in a Divided Vertical Channel: 
Part I—Numerical Study 
This is a two-part study of two-dimensional laminar natural convection heat transfer 
in a divided vertical channel. The divided channel consists of an isothermal dividing 
plate located on the center line of a vertical channel formed by two isothermal walls. 
The study examines the effect of Rayleigh number, plate-to-channel length ratio, 
vertical plate position, and plate thickness on the heat transfer rate from the channel 
walls, the dividing plate, and the channel as a whole. In Part I, solutions to both 
the full elliptic and parabolic forms of the Navier-Stokes and energy equations are 
obtained for Prandtl number Pr = 0.7 (air). Positioning the plate at the bottom 
of the channel was found to give the highest average Nusselt numbers for the plate 
and channel. Dividing plate average Nusselt numbers as much as two times higher 
than the isolated plate Nusselt number were predicted numerically. Experimental 
measurements and data correlations for the divided channel are presented in Part 
II of this paper. 

Introduction 
At present there is a resurgence of interest in natural con­

vection heat transfer from parallel plates because of modern 
applications to the cooling of electronic equipment. Although 
limited to low power density applications, natural convective 
cooling is inexpensive, highly reliable, and free of electro­
magnetic and acoustic noise. 

Studies of natural convective heat from cylinders have shown 
that the presence of confining walls can enhance the heat trans­
fer because of the "chimney" effect. Marsters (1975) found 
that the presence of unheated confining walls can enhance the 
heat transfer rate from a horizontal cylinder by up to 50 per­
cent. In a similar study of a finned tube confined by adiabatic 
walls, Sparrow et al. (1986) measured average heat transfer 
coefficients 2.5 times higher than for free-space positioning. 

Sparrow et al. (1983) have also performed experiments on 
free convective heat transfer from a short horizontal cylinder 
mounted in an asymmetrically heated duct. In this study, the 
cylinder was attached to the heated wall and partially spanned 
the channel gap width. Both the heated wall and the attached 
cylinder were isothermal and maintained at the same temper­
ature. They found that the heat transfer rate from the cylinder 
could be enhanced by up to 60 percent compared to the external 
flow situation (cylinder mounted on an isolated vertical iso­
thermal plate) when the cylinder was located near the bottom 
of the channel. 

The present study examines the heat transfer enhancements 
that can be obtained for parallel plate configurations utilizing 
the "chimney" effect. The model geometry is shown in Fig. 
1. A plate of length Lp and thickness 2/ is positioned on the 
centerline of a vertical channel formed by parallel walls of 
length Lc, spaced 2b apart. The dividing plate is located a 
distance L, from the channel inlet. Both the confining walls 
and the dividing plate are at the same surface temperature Ts 

above the ambient temperature T0. 
The objective of the present study is to determine whether 

significant heat transfer enhancements, particularly for the 
center plate, can be obtained from the careful choice of geo­
metric parameters. In addition, it is desired to obtain an un-
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derstanding of the interactions between the dividing plate and 
the confining channel walls over a wide range of Rayleigh 
number and geometric parameters. Calculations were per­
formed for a Prandtl number Pr = 0.7 (air). 

Problem Formulation 
The flow is assumed to be steady, laminar, incompressible, 

and two dimensional. Viscous dissipation is neglected and all 
thermophysical properties are assumed to be constant, except 
for density in the buoyancy term of the ̂ -momentum equation, 
i.e., the Boussinesq approximation. With these assumptions, 
the governing equations become: 

du/dx+dv/dy = 0 (l) 

p (udu/dx + vdu/dy) = - dp'/dx + ji (d2u/dx2 + d2u/dy2) (2) 

p(udv/dx+vdv/dy) = - dp'/dy + gpfi(T-T0) 

+ ixtfv/dx2 + d2v/dy2) (3) 

udT/dx+ vdT/dy = a(d2T/dx2 + d2T/dy2) (4) 

where the pressure defect p' is the difference between the 
channel pressure and the ambient pressure at the same ele­
vation. 

Equations (l)-(4) have been solved both with and without 
the boundary-layer approximations. Solution of the boundary-
layer equations requires much fewer computational resources 
than the full elliptic problem. Furthermore, in previous studies 
of channel geometries, boundary-layer solutions have been in 
good agreement with experimental data. However, there is 
some concern about the accuracy of boundary-layer solutions, 
particularly for predicting local quantities, because of the ar­
bitrary inlet boundary conditions. In addition, the present 
parabolic solution is restricted to dividing plates with zero 
thickness (t = 0). For these reasons, the full elliptic problem 
has also been solved. The solution to the full equations will 
be referred to as the elliptic solution and the approximate 
boundary-layer solution will be referred to as the parabolic 
solution. 

Numerical Solutions 

1 Elliptic Solution. The full elliptic equations were solved 
using the finite element code FIDAP (Fluid Dynamics Inter­
national, 1989). The computational domain for the elliptic 
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Fig. 1 The model heat transfer geometry 

solution is shown in Fig. 1. For t > 0, the dividing plate has 
rounded leading and trailing edges with radii equal to the plate 
half-thickness. The flow was assumed to be symmetric about 
the channel center line. Hence, only the right half of the flow 
field was solved. In dimensional form, the boundary conditions 
are: 

dT/dx=dv/dx=u = 0,fov-n<y<Lhx = 0 (CD) (5) 

dT/3x=dv/dx=u = 0, for (Li + Lp)<y<Lc,x = Q (EF) (6) 

T=TS, u = v = 0, for Lj^y^iLi + Lp), 

0 < x <t on plate surface (DE) (7) 

T=TS, u = v = 0, for 0<y<Lc, x=b (AG) (8) 

dT/dy = u = v = 0, for b<x<rhy = 0 (AB) (9) 

9 T/dy = du/dy = dv/dy = 0, 

for 0<x<b,y = Lc (FG) (10) 

ve = arr = 0, T= T0, on semicircular boundary (BC) (11) 

The derivative boundary conditions applied to the upper 
boundary (FG) are not entirely realistic. Although these con­
ditions could affect the flow in the channel, it was the best 
assumption available short of extending the domain to consider 
the plume region. However, for a sufficiently long channel, 
streamwise conduction at the channel exit can be reasonably 
neglected except at very low Rayleigh number. 

The inlet boundary conditions (11) of zero tangential velocity 
(ve = 0) and zero normal stress (arr = - p + 2/j,dvr/dr = 0) 
are based on Jeffrey-Hamel flow. Jeffrey-Hamel flow is a 
similarity solution of isothermal flow caused by the presence 
of a source or sink at the point of intersection of two walls. 
For a sufficiently large inlet domain radius (/•,•) the flow at the 
boundary (BC) will approach that produced by a point sink. 
A more detailed discussion of the rationale for the inlet bound­
ary conditions is given by Naylor et al. (1991). 

Now for the elliptic solution we introduce the following 
dimensionless quantities: 

X=x/b, Y=y/b, R = r/b (12) 

U=u/UK{, V=v/Utet (13) 

T*=(T-T0)/(TS-T0), P={p'b)/(iiUKi) (14) 

where 

C/ref= (aPrGr1 / 2)/6, and Gx = {g$(Ts- T0)tfp
2) V (15) 

b 

cP 

8 

Gr 

K 

ftp* **p,y 

h h 

Hc 

k 
K 

Lc 

Li 

LP 

•*~'pt wet 

Nu c 

= half channel width 
= constant pressure spe­

cific heat 
= gravitational accelera­

tion 
= Grashof number = 

gP(Ts-T0)b
3p2/p2 

= channel average heat 
transfer coefficient 

= average and local plate 
heat transfer coefficient 

= average and local wall 
heat transfer coefficient 

= total rate of heat trans­
fer from the entire half 
channel 

= thermal conductivity 
= constant in Eq . (55) 
= channel (and wall) 

length 
= length of the channel 

that is undivided at the 
channel inlet 

= dividing plate length 
= wetted length of the di­

viding plate 
= channel average Nusselt 

number 

NUp, Nupj, 

NuW) NuWJ, 

P 

P 
Pr 

Q 

Qe 

r, R 

n, Ri 

Rac* 

R a ; 

t 

T, T* 

T 
1 s 

= average and local divid­
ing plate Nusselt num­
ber 

= average and local wall 
Nusselt number 

= pressure defect = 

P - Po 
= dimensionless pressure 
= Prandt l number 
= half channel flow rate 
= dimensionless half 

channel flow rate for 
the elliptic solution 

= radius and dimension­
less radius 

= dimensional and dimen­
sionless inlet domain 
radius • 

= channel Rayleigh num­
ber = G r P r ( 6 / X c ) 

= plate Rayleigh number 
= GrPr(Z?/Lp) 

= dividing plate half 
thickness 

= temperature and dimen­
sionless temperature 

= surface temperature 

To = 
u, U --

uK[ --

v, V = 

vr, ve = 

Vr, Ve '-

x,y = 
X, Y --

a -

& = 

V = 
P = 

On = 

0 = 

= ambient temperature 
= dimensional and dimen­

sionless x velocity com­
ponent 

= reference velocity scale 
= aPr(Gr)1/2/Z? 

= dimensional and dimen­
sionless y velocity com­
ponent 

= radial and tangential 
component of velocity 

= dimensionless radial 
and tangential velocity 
components 

= Cartesian coordinates 
= dimensionless Cartesian 

coordinates 
= thermal diffusivity 
= volumetric expansion 

coefficient 
= dynamic viscosity 
= density 
= radial stress component 
= dimensionless stream 

function (U = dx/y/dY, 

V = -d\fr/dX) 
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Using the above quantities, the dimensionless governing equa­
tions become: 

dU/dX+dV/dY=0 

Gr1/2 (UdU/dX+ VdU/d Y)=- dP/dX 

Gxy\UdV/dX+ VdV/dY) = -dP/SY 

+ d2U/dX2 + d2U/8Y2 

+ GrW2T* + d2 V/dX2 + d2 V/d Y2 

Grw2Pr(UdT*/dX+ VdT*/dY) 

(16) 

(17) 

(18) 

(19) --d2T*/dX2 + d2T*/dY1 

The dimensionless boundary conditions are: 

dT*/dX=dV/dX=U=0, for -Rj<Y<L,/b, 

X=Q (CD) (20) 

8T*/dX=dV/dX= U=0, for {Li + Lp)/b< Y<Lc/b, 

X=0 (EF) (21) 
T* = l, U=V=0, for Li/b<Y<(Li + L„)/b, 

Q<X<t/b, on plate surface (DE) (22) 

T* = \, U=V=0, forO<Y<Lc/b, X=\ (AG) (23) 

dT*/dY=U=V=0, for l<X<Rh Y=0 (AB) (24) 

dT*/dY=dU/dY=dV/8Y=0, 

for 0<X< 1, Y=Lc/b (FG) (25) 

and 

Ve = 0, -P + 2dVr/dR = 0, T*=0, 

on the semicircular boundary (BC) (26) 

where 

Vr=vr/UKf,Ve=ve/Ulef (27) 

The inlet boundary conditions are not valid for low Rayleigh 
number; at low Rayleigh number the fluid is heated by con­
duction far upstream from the channel inlet. For this reason, 
the lower limit of the calculations for the elliptic solution was 
Ra* = 5 (see Figs. 3(a, c)). 

The local heat transfer coefficient and local Nusselt numbers 
for the wall and dividing plate are defined as: 

, 8T , dT 
k T ~ -k — 

ox , an 
y=b , 

(Ts-T0y
 n™-

surface 

Nuwo,= k 

hWy),b dT* 

~~ dX 
Nu„, = ^ 

(T,-T0) 

dT* 

dN 

(28) 

(29) 

where n and Â  are dimensional and dimensionless unit vectors 
normal to the plate surface. The average wall and plate Nusselt 
numbers were calculated by integrating the local Nusselt num­
ber distributions: 

,Lr,b n i 

dY, 
b CLc/b dT* 

Lc J0 dX 

Nu, = z 
jP.wet •'O 

rLp,v, 

•In 

-dT* 

dN 
dS (30) 

irface 

where dS is an incremental dimensionless distance around the 
wetted perimeter of the plate. Note that the wetted length of 
the dividing plate (LPiWet) is slightly greater than the linear 
length in the y direction (Lp) when the plate has finite thick­
ness. 

The overall channel Nusselt number Nuc is defined as: 

Nuc = -
Kb Hcb 

(31) 
k (i>p,wet + Lc)(l s 10)K 

where Hc is the total heat transfer rate from the half channel 

(plate and wall combined). Nuc was calculated using two dif­
ferent methods. One method was a heat balance: 

, i 

Nuc = Gr1/VPr 
Lr + L, 

VT*dX 
,p,weti 

VT*dX W 
b 

dT* 

~d~Y 
dX (32) 

The first, second, and third integrals in Eq. (32) correspond 
to the heat convected out of the top of the channel, the heat 
convected back into the channel entrance, and heat conducted 
out of the channel entrance. For the lowest Rayleigh number 
considered (Ra* = 5), it was found that the heat conducted 
out of the channel entrance was equal to the heat convected 
back into the channel. Hence, in all cases, Nuc was computed 
by: 

Nuc = Gr1 /2Pr( — ) \ VT*dX\Y=L</b (33) 

The channel average Nusselt number (Nuc2) was also cal­
culated from the average wall and plate Nusselt numbers (Eq. 
(30)) as: 

Nuc2 = 
NUpZ,PiWet + Nu»Zc 

*-'p,wet ' ^c 
(34) 

Calculations for the elliptic solution were done on five dif­
ferent grid structures. For these grids, the plate was located 
on the channel centerline and the length ratios were fixed at 
Lc/b = 15 and Lp/b = 5 (L„/Lc = 1/3). This relatively large 
channel aspect ratio was chosen so that the heat conducted 
out of the channel exit could be reasonably neglected in the 
numerical calculations (see Ramanathan and Kumar, 1991). 
Calculations were made for a zero thickness dividing plate 
(t/b = 0) located at the bottom (Z,/Lc = 0), middle (£,/Z,c 

= (1 - Lp/Lc)/2 = 1/3), and top (Lt/Lc = \-Lp/Lc = 
2/3) of the channel. Additional calculations were done for a 
finite thickness dividing plate located at the bottom of the 
channel (L,/Lc = 0) with blockage ratios of t/b = 0.1, 0.2. 
A course grid for t/b = 0.2 and L/Lc = 0 is shown in Fig. 
2 to illustrate the finite element grid structure. Nine-node quad­
rilateral elements were used. Local interpolation functions for 
these elements are quadratic for velocity and temperature. The 
penalty formulation was used for pressure. 

Grid tests were conducted to ensure that the results were 
independent of both the grid density and the size of the inlet 
computational domain (/?,•). For all cases the data were most 
grid dependent at the upper limit of Rayleigh number, Ra* = 
104. Table 1 shows partial results from the tests for t/b = 0, 
Lj/Lc = 0. For cases A and B, the grid density remains roughly 
constant and the inlet domain radius Rj is varied. Case C shows 
the effect of increasing the grid density with R, = 5. The 
channel and wall average Nusselt numbers for cases A and C 
differ by less than 1 percent. However, the flow rate and plate 
average Nusselt number are somewhat more grid sensitive; the 
results from cases A and C differ by slightly greater than 1 
percent. For all cases, Nuc was 2-3 percent lower than Nuc2. 
Also, Nuc showed less grid dependence than Nuc2- The local 
Nusselt number distributions along the channel wall for cases 
A and C had a maximum difference of about 5 percent near 
the leading edge; the plate local Nusselt number distributions 
had a maximum difference of about 3 percent near the leading 
edge. Toward the top of the plate and wall, the differences in 
the local Nusselt number distributions became negligible. 

Based on the results of grid testing, the finite element grids 
used for all the elliptic calculations had an inlet domain radius 
of Rj = 5 and about 14,500 nodes (3600 elements). The con­
vergence criteria were set such that the calculations were carried 
to four-digit accuracy. A more detailed description of the grid 
testing is given in the thesis by Naylor (1991). 
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2 Parabolic Solution. The parabolic form of the govern­
ing equations is obtained by applying the boundary-layer ap­
proximations to Eqs. (l)-(4). Specifically, diffusion of 
momentum and heat in the streamwise (y) direction is ne­
glected and the pressure is assumed to depend only on the y 
coordinate (dp/dx = 0). With these simplifications, the gov­
erning equations become: 

du/dx+dv/dy = 

p(udv/dx+ vdv/dy) = -dp' /dy 

0 (35) 

+ gp(3(T-T0)+ ixtfv/dx1 (36) 

udT/dx+ vdT/dy = ad2T/dx2 (37) 

Because of symmetry about the channel centerline, only half 
of the flow field was solved. The boundary conditions are: 

Fig. 2 A coarse finite element grid (tlb 

v=v0, u = 0, T=T0 for y = 0, 0<x<b 

u=v = 0, T=TS for x=b, 0<y<Lc 

dv/dx=dT/dx=u = 0 for x = 0, 0<y<Lh ' 

{Li + Lp)<y<Lc 

T=TS, u = v = 0, forx = 0, L,<y< (Lj + Lp) 

The channel inlet and exit pressures are: 

p' = -pv\/2 f o r j ^ O , p' = 0 for .y = Z,c 

(38) 

(39) 

(40) 

(41) 

(42) 

= 1/3, L,/Lc 0) 

A forward marching finite difference procedure, as de­
scribed by Aung et al. (1972), was used to solve Eqs. (35)-
(37). In the forward marching solution the computations start 
at the channel inlet where uniform temperature (T = T0) and 
velocity profiles (v = v0) are assumed. The dividing plate 
location is specified by a change in boundary conditions on 
the channel centerline as the calculations proceed up the chan­
nel. Thus, the parabolic solution is restricted to modeling a 
dividing plate with no thickness (t = 0). A similar technique 
of changing boundary conditions during the forward marching 
procedure has been used successfully by Sparrow and Prakash 
(1980) and Oosthuizen (1984) to solve developing free con­
vection in other channel configurations. Solution procedures 
for this problem are very well documented in the literature and 
need not be described here; in addition to Aung et al. (1972), 
the reader is referred to Aihara (1973) and Miyatake and Fujii 
(1972). 

Extensive grid testing was conducted for the parabolic so­
lution. In the X direction, 200 evenly spaced mesh points were 
used. In the Ydirection between 650 and 1100 steps were used, 
depending upon the values of Lp/Lc and Ra*. Test runs were 
made (with double the total number of nodes) at the lowest, 
intermediate, and highest values of Rayleigh number for each 
value of Lp/Lc and X,/Lc studied. In all cases, the local and 
overall Nusselt number data from these calculations differed 
by less than 1 percent. Comparisons of local and average Nus­
selt numbers, induced flow rates, and pressure distributions 
were made with the parabolic solutions of Aung et al. (1972) 
and Aihara (1973) for the undivided isothermal channel. In 
all cases, the present calculations gave identical results. Also, 
it was confirmed that calculations for the fully divided channel 
(Lp/Lc = 1) gave results identical to the undivided channel 
(Lp/Lc = 0) after rescaling the data to account for the different 
half channel width. 

The Fully Developed Limit 

For channels with large aspect ratios (Lc/b), the flow in the 
channel approaches fully developed conditions at low Rayleigh 
number. Recently, Ramanathan and Kumar (1991) have shown 
(for constant heat flux boundary conditions) that at low Ray­
leigh number, the channel average Nusselt number is inde­
pendent of aspect ratio for Lc/b > 10. In other words, for 
Lc/b > 10 the inclusion of vertical conduction terms does not 
significantly increase the overall heat transfer rate. 

For the divided channel it is assumed that the flow is ther­
mally fully developed and the velocity field is fully developed. 
Also, it is assumed that the "redeveloping" lengths for the 

Table 1 Partial results from the elliptic solution grid tests (for Ra* = 104, 
= 1/3) 

t/b 0, L,/Lc = 0, L„/Lc 

Case 

A 
B 
C 

Number of 
nodes 

9003 
10,143 
14,479 

Inlet 
radius, 

Ri 

3 
5 
5 

Average Nusselt numbers 

Channel 

Nuc 

6.389 
6.386 
6.382 

Nuc2 

6.262 
6.256 
6.234 

Wall 
Nu„ 

5.257 
5.258 
5.259 

Plate 
Nu„ 

9.278 
9.250 
9.158 

Flow 
rate, 

Qe 
1.527 
1.511 
1.511 
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velocity profile at the beginning and end of the dividing plate 
are small compared to the plate and channel lengths, such that: 

v=v, (x) for 0<y<Lf (43) 

v=v2(x) for Lf<y<(L,+Lp)- (44) 

v=Vi(x) for (Li + Lp)
 + <y<Lc (45) 

In the fully developed limit, it is assumed that T(x, y) = Ts. 
With these assumptions the governing equations reduce to: 

• + l i ^ . + gpp(Ts-To)=0 (46) 
' dy dxz 

The buoyancy term in Eq. (46) is a constant and dp'/dy can 
be at most a constant since v = v(x). Hence, it is evident 
from Eq. (46) that the velocity profiles in both the divided and 
undivided sections are parabolic. Applying the boundary con­
ditions gives: 

Vi (X) 
2b \ l b7 

3q 

vi(x)=-
-6q 

(x2-bx-tx+bt) (47) 
(b-ty 

where q is the half channel volume flow rate. 
Substituting the appropriate velocity profile and integrating 

Eq. (46) with respect to y over each section of the channel 
gives: 

3q\t,L; 
-P'k,-

-P'\I 

b3 < 

LP (b-t)-

>(Ts-To)Li = 0,0sysLr (48) 

+ g0p(T,-To)Lp = O, 

L?<y<(Li + Lp)- (49) 

Nu„ 
Ra„ 

6 4 
b_ 

b-t 
^ + 1 

forL, = 0 (54) 

If the flow is thermally fully developed when it reaches the 
plate, the plate Nusselt number will be zero. Hence, in the 
fully developed limit, Nu„ = 0 for L-, > 0. 

Applying the same procedure to the channel walls gives the 
fully developed average wall Nusselt number: 

* 
NUlv = — r - ^ h r (55) 

K *t b_ 
b-t 

For Lj = 0, K = 6 in Eq. (55). For L, = 0, Eq. (55) is not 
valid for Lp = 0 since it is assumed that one half of the total 
heat transfer is contributed by the dividing plate. For L, > 0, 
the heat transferred from the plate is assumed to be zero. With 
this assumption, K = 3 in Eq. (55) for Z, > 0. 

The Isolated Plate Limit 
The similarity solution by Ostrach (1953) for a single isolated 

plate of length L gives: 

hh I h\1/4 

Nu = — = c f G r f c P r - j (56) 

where C = 0.515 for a Prandtl number of Pr = 0.7. At high 
Rayleigh number the divided channel will behave like three 
isolated flat plates: two isolated plates of length Lc and one 
isolated plate of length Lp. Using Eq. (56), the total heat trans­
fer rate (Hc) from channel wall and plate in the half channel 
is: 

Hc = Ck(Ts-TB) ( R a * 1 / 4 Lip + K.3.r % ) (57) 

P ' * /+V 
3qli(Lc-Li-Lp) 

+ g(lp(Ts-To)(Lc-Li-Lp)=0,(Li + Lp)
 + <y<Lc (50) 

Note that the pressure is assumed to be equal to the ambient 
pressure at the channel inlet and outlet. Equations (48), (49), 
and (50) can be solved for the half channel flow rate: 

Again, to simplify the expression it is assumed that Lp wet 

Ln -p. Substituting Eq. (57) into Eq. (31) gives 

^Lc 

Nu r=CRa*1 / 4 

=*+! 
(58) 

q--
3fJL 

g$p(Ts-T0)Lc 

ALn Lr-i 

IxGXbLc 

3pb 3 1 4LP L>c L , 
(51) 

K(b-ty y ) \(b-ty v 

The total heat transfer rate from the half channel is: 

Hc = pqCp{Ts-Tc) (52) 

Neglecting the small additional area at the leading and trailing 
edges of the dividing plate (i.e., Lp%vlei = Lp), and substituting 
Eqs. (51) and (52) into Eq. (31) gives: 

Nur = -
Rar 

Mi b_ 

b-t Lr\b-t - =* +1 

(53) 

•p - 0, Eq. (53) gives the well-known relation for the For L 
undivided channel: Nuc = Ra*/3. For Lp = Lc and / = 0, 
Eq. (53) gives an equivalent expression for the undivided chan­
nel (with b corresponding to the wall spacing): Nuc = Ra*/ 
24. Note that in the fully developed limit, Nuc is independent 
of the dividing plate location (L,). 

For Li = 0, the flow is divided by the plate at the channel 
inlet. In this case, half of the total heat transfer may be assumed 
to come from the dividing plate because of symmetry. With 
this assumption, the fully developed average plate Nusselt 
number is: 

Hence, for the divided channel the isolated plate limit for Nuc 

is a function of the plate length ratio. Equation (58) has a 
maximum with respect to Lp/Lc at Lp/Lc ~ 0.23. The maxi­
mum is caused by the fact that the short isolated dividing plate 
has a greater average heat transfer coefficient than the longer 
channel walls. 

Presentation of Results 
The heat transfer rate from the dividing plate and the overall 

channel was found to be the highest when the plate was located 
at the bottom of the channel (Li/Lc = 0). For this reason, 
the data for this geometry are likely of most practical interest 
and are presented in more detail. To show the effect of L,/Lc, 
the results for each vertical plate position are compared for 
one fixed plate length ratio Lp/Lc = 1/3 (t/b = 0). From the 
behavior of the zero-thickness dividing plate, most of the geo­
metric influences on heat transfer are delineated. Finally, the 
effect of blockage caused by a finite thickness dividing plate 
(t/b<0.2) is shown. 

Streamline and isotherm contours from the elliptic solution 
for a divided channel with a plate length ratio Lp/Lc = 1/3 
are shown in Fig. 3. In Fig. 3, a plate with zero thickness (// 
b = 0) is located at the bottom (L,/Lc = 0) and top {Lj/Lc 

= 2/3) of the channel. At low Rayleigh number (Ra* = 5, 
Figs. 3(a, c)) the flow enters the channel smoothly, whereas 
separation occurs at the channel inlet for high Rayleigh number 
(Rac* = 104, Figs. 3(b, d)). For Lp/Lc = 1/3, Lc/b = 15, 
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L;/Lc = 0, the elliptic solution predicts that separation occurs 
between 100 < Ra* < 200, as determined from the wall shear 
stress distributions. At Ra* = 104, the thermal boundary layers 
look similar to those of isolated flat plates; however, the 
boundary layers merge before the channel exit. Also, the ad­
verse effect of separation on the wall local heat transfer rate 
near the channel inlet can be seen from the isotherm contours. 
This will be discussed further when the local Nusselt number 
distributions are presented. 

Effect of Plate Length Ratio (Lp/Lc). The variation of 
average plate Nusselt number with plate Rayleigh number for 

several length ratios is shown in Fig. 4 for L,/Lc = 0 and 
t/b = 0. The close agreement of the parabolic and elliptic 
solutions for Lp/Lc = 1 / 3 gives confidence in both numerical 
results. At low Rayleigh number, the plate average Nusselt 
number approaches the expression for the fully developed Nus­
selt number (Eq. (54)). With increasing Rayleigh number, av­
erage plate Nusselt numbers well above those for a single 
isolated plate are predicted. For example, Nup for Lp/Lc = 
1/10 is about two times higher than the isolated plate Nusselt 
number at Ra^ •= 100. 

In Fig. 4 it can be seen that the length of the confining 
channel walls strongly influences the heat transfer rate from 

Fig. 3 Streamline and isotherm contours for the divided channel with 
l/b = 0 and Lp/Lc = 1/3, (a) Raj = 5, L,/Lc = 0, (b) Ra* = 104, L,ILC = 
0, (c) Raj = 5, L,/Lc = 2/3, (d) Ra* = 10", L,/Lc = 2/3. 
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Fig. 4 Effect of plate length ratio (Lp/Lc) on the average plate Nusselt 
number (t/b = 0, L,/Lc = 0) 

Fig. 5 Effect of plate length ratio (LP/LJ on the average wall Nusselt 
number (t/b = 0, L,/Lc = 0) 

the plate. Consider a channel with a dividing plate of fixed 
length. For this channel, Fig. 4 shows that extending the chan­
nel walls above the plate (decreasing Lp/Lc while holding Ra^ 
constant), gives substantial heat transfer enhancement for the 
plate over the full range of Rayleigh number. For Lp/Lc = 
1/10, at low Rayleigh number there is about a 300 percent 
increase in Nu^ compared to Lp/Lc = 1; at Ra^ = 104 there 
is approximately a 55 percent enhancement for Lp/Lc = 1/10 
compared to Lp/Lc = 1. Extension of the channel walls beyond 
Lp/Lc = 1/10 is of little practical significance. However, cal­
culations were made for Lp/Lc = 1/100 to confirm that the 
numerical results approach a fully developed limit close to that 
for Lp/Lc = 0 at small plate length ratios. 

Figure 5 shows the behavior of the average wall Nusselt 
number with channel Rayleigh number for several plate length 
ratios and for L,/Z,c = 0, t/b = 0. The average wall Nusselt 
number predicted by the elliptic solution (for Lp/Lc = 1/3) is 
in fair agreement with the parabolic solution data. Both sets 
of data have the same trend. However, the elliptic solution 
gives wall Nusselt numbers about 10 percent lower than the 
parabolic solution. 

Fig. 6 Effect of plate length ratio (Lp/Lc) on the channel average Nusselt 
number (t/b = 0, UILC = 0) 

An important feature shown in Fig. 5 is the large reduction 
at low Rayleigh number of the average wall Nusselt number 
for Lp/Lc = 1/10 compared to the undivided channel {Lp/Lc 

= 0). At low Rayleigh number the flow becomes thermally 
fully developed within a short distance from the channel inlet. 
As a result, even a short dividing plate will contribute about 
one half of the total heat transfer and cause the average wall 
Nusselt number to be reduced by about a factor of two. In­
creasing the length of the dividing plate (larger values of Lp/ 
Lc) causes a further reduction in Nulv at low Rayleigh number 
because of the additional viscous resistance of the dividing 
plate. In contrast, at high Rayleigh number Nu„, is almost 
independent of the plate length ratio. So, for Ra* > 200, 
average plate Nusselt numbers well above the isolated plate 
limit can be achieved (see Fig. 4) without adversely affecting 
the heat transfer rate from the confining walls. 

The effect of plate length ratio (Lp/Lc) on the channel 
average Nusselt number is shown in Fig. 6 (for Lj/Lc = 0, 
t/b = 0). Consider a channel of fixed length Lc. Figure 6 shows 
that at low Ra*, increasing the length of the dividing plate 
(larger values of Lp/Lc) causes Nuc to decrease. Nuc decreases 
because of the higher viscous resistance in the divided section 
of the channel. Also, the additional surface area of the dividing 
plate causes a further reduction in the channel average Nusselt 
number. In contrast to the low Rayleigh number behavior, at 
Ra* = 104 the undivided channel {Lp/Lc = 0) gives the lowest 
Nusselt number. At high Rayleigh number, the addition of a 
dividing plate increases the bulk fluid temperature in the chan­
nel. The higher fluid temperature increases the induced flow 
and heat transfer rate. Note also that the isolated plate Nusselt 
number for the divided channel is a function of the plate length 
ratio (Eq. (58)). 

Effect of Vertical Plate Position (Lj/Lc). Figure 3 shows 
that there are only minor differences in the streamline patterns 
for the plate located in the bottom and top of the channel. 
However, the effect of vertical plate position on the temper­
ature field is more pronounced. Comparing Figs. 3(fl, b) with 
Figs. 3(c, d) shows that the average fluid temperature at any 
elevation in the channel is higher when the plate is located at 
the bottom of the channel. Hence, it could be expected that 
the buoyancy-induced flow and overall heat transfer rate will 
be higher when the plate is located at the bottom of the channel. 

Figure 7 shows the average plate Nusselt number versus the 
plate Rayleigh number for the plate in the bottom, middle, 
and top of the channel with the plate length ratio fixed at Lp/ 
Lc = 1/3 (t/b = 6). At low Rayleigh number the vertical 
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Fig. 7 Effect of plate position (Lt/Lc) on the average plate Nusselt num­
ber (t/b = 0, Lp/Lc = 1/3) 
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Fig. 8 Effect of plate position (L,/L^ on the average wall Nusselt number 
(t/b = 0, L„/Lc = 1/3) 

position of the plate has a strong influence on the average 
plate Nusselt number. For L,/Lc > 0, Nup drops off very 
rapidly with decreasing Rayleigh number because of the short­
ening thermal developing length; with decreasing Rayleigh 
number the flow eventually becomes thermally fully developed 
upstream of the plate. At high Rayleigh number, Nup is much 
less dependent on the vertical location of the plate. At Ra^ = 
3 x 104, the average Nusselt number for the plate located at 
the bottom of the channel (Lj/Lc = 0) is only about 20 percent 
higher than for the plate located at the top of the channel (£,,-/ 
Lc = 2/3). 

The behavior of the average wall Nusselt number for each 
plate position with Lp/Lc = 1/3 (t/b = 0) is shown in Fig. 
8. At low Rayleigh number the average wall Nusselt number 
for Lj/Lc = 0 is one half the value for Lj/Lc > 0 for reasons 
previously discussed. However, the lack of dependence on plate 
location at high Ra* is very interesting. Although the induced 
flow rate is larger when the plate is in the bottom of the channel 
(which would tend to increase the wall heat transfer rate), the 
bulk fluid temperature is also higher (which tends to decrease 

1 10 100 1000 10000 

Fig. 9 Effect of plate position (L,/L^ on the channel average Nusselt 
number (t/b = 0, leILc = 1/3) 

the wall heat transfer rate). These effects counteract each other 
at about Ra* > 200, causing the wall Nusselt number to be 
almost independent of the plate position. 

The effect of the plate position on the channel average Nus­
selt number is shown in Fig. 9 with Lp/Lc = 1/3, t/b = 0. 
Positioning the plate at the bottom of the channel (Lj/Lc = 
0) produces the greatest heat transfer rate over the entire range 
of Rayleigh number. However, the channel average Nusselt 
number is only moderately dependent upon the plate's vertical 
position; at Ra* = 104, the channel average Nusselt number 
for L,/Lc = 0 is only 7 percent higher than for L,/Lc = 2/3. 
Since the average wall Nusselt number is almost independent 
of the plate position at high Ra* (see Fig. 8), this increase in 
Nuc can be attributed solely to the additional heat transfer 
from the plate. 

Figure 10 shows the plate local Nusselt number distributions 
from the elliptic and parabolic solutions for L„/Lc = 1/3 with 
the plate located in the bottom (L/Lc = 0) and middle (/,,-/ 
Lc = 1/3) of the channel (t/b = 0). At low Rayleigh number, 
the distributions predicted by both numerical methods are in 
good agreement for the plate in either vertical position. For 
Lj/Lc = 0 (Fig. 10(c)), at high Rayleigh number the results 
from the parabolic solution differ substantially from those of 
the elliptic solution because of flow separation at the channel 
inlet. For the elliptic solution, there is a separated flow region 
next to the wall at the channel inlet (see Fig. 3(b)). The 
separated flow reduces the effective cross section for the flow 
at the entrance, causing the fluid velocity near the leading edge 
of the plate to be higher than in the absence of separation. 
Hence, the elliptic solution predicts a higher local heat transfer 
rate near the leading edge of the plate. Although there are 
large differences in the local distributions, the average Nusselt 
numbers from both numerical schemes are nearly the same. 
For L/Lc = 1/3 (Fig. 10(b)) the local Nusselt number dis­
tributions from both methods are in agreement because the 
plate is sufficiently far downstream from the separated flow 
region. 

Although a minor effect, it is noteworthy that the elliptic 
solution predicts an increase in the plate local Nusselt number 
near the trailing edge of the plate (see Fig. 10). Upstream of 
the trailing edge of the plate the streamlines start to bend 
toward the channel centerline. As the fluid moves toward the 
centerline, it brings cooler fluid closer to the plate surface, 
causing the plate local Nusselt number to increase slightly. The 
parabolic solution cannot predict this phenomena; by the na-
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Fig. 10 Plate local Nusselt number distributions for Lp/Lc •. 
0: (a) L,/Lc = 0, (6) L,llc = 1/3 

1 / 3 , t/b •• 

ture of the approximate equations, downstream changes can­
not affect the upstream solution. 

Figure 11 shows the wall local Nusselt number distributions 
from the elliptic and parabolic solutions for the plate located 
at the bottom (Z,,/Lc = 0) and middle {Lj/Lc = 1/3) with 
Lp/Lc = 1/3. At low Rayleigh number the flow does not 
separate at the inlet and both numerical predictions are in close 
agreement. As found in a previous study of the undivided 
channel (Naylor et al., 1991), the flow separation in the divided 
channel has an adverse effect on the wall local heat transfer 
rate. For Ra* > 103, there is a pronounced minimum in the 
local heat transfer rate distribution near the channel inlet. With 
increasing Rayleigh number, the separated flow gets stronger 
and larger, causing the local minimum value of Nusselt number 
to decrease. At Ra* = 104, the local Nusselt number is about 
four times lower than predicted by the parabolic solution. 
Despite the large differences in the local distributions, the 
average Nusselt numbers from both numerical methods differ 
by only about 10 percent. 

Lp/L,= 1/3, t / b = 0 , L;/L t=0 • 
Parabolic Solution 
Elliptic Solution Lc /b=15 

Rac'=10* 

(t>) 
Fig. 11 Wall local Nusselt number distributions for Lp/Lc = 1/3, lib 
0: (a) L,/Lc = 0, (b) L,/Lc = 1/3 

Figure 11 also shows that the wall heat transfer rate rises 
slightly near the location of the leading edge of the plate and 
falls slightly near the trailing edge of the plate. At the leading 
edge of the plate a momentum boundary layer begins to develop 
on the dividing plate; accordingly, the x component of velocity 
(w) is positive across the entire channel. This traverse com­
ponent of velocity brings cooler fluid from the center regions 
of the channel closer to the wall, causing the heat transfer rate 
to increase slightly. Similarly, at the trailing edge of the dividing 
plate, the transverse component of velocity is negative across 
the entire channel. Hence, cooler fluid moves away from the 
wall, causing the wall heat transfer rate to decrease slightly. 

In Fig. 11 {a, b), each wall local Nusselt number distribution 
predicted by the parabolic solution has discontinuities at the 
location of the leading and trailing edges of the plate, y/Lc = 
1/3, 2/3. The discontinuities are caused by the singularity at 
the leading and trailing edges of the plate and the nature of 
the approximate parabolic equations. The parabolic equations 
are solved using a forward marching method. During the for­
ward marching procedure the boundary conditions on the 
channel centerline are changed at the leading and trailing edges 
of the dividing plate. This instantaneous change in boundary 
conditions causes the numerical discontinuity in local heat 
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( b ) 

Fig. 12 Streamline and isotherm contours for the divided channel with 
t/b = 0.2, Lp/Lc = 1/3, L,/Lc = 0: (a) Ra* = 5, (o) Ra* = 10" 

transfer rate. Within about two steps in the y direction from 
the end of the plate, the numerical solution rapidly adjusts for 
the newly imposed boundary conditions. Although the nu­
merical results from the parabolic solution are not accurate 
close to the singularity points, the results downstream recover 
the correct flow and temperature field characteristics. This was 
confirmed by comparing the temperature and velocity profiles 
from the parabolic solution with those from the elliptic so­
lution. 

An important point that may not be readily apparent from 
Figs. 10(a) and 11 (a) is that at low Rayleigh number for /,,-/ 
Lc - 0, the plate and wall local Nusselt numbers from the 

1 ] 0 100 _ 1000 10000 

Fig. 13 Effect of plate thickness (t/b) on the average plate Nusselt 
number (L„/Lc = 1/3, L,/i.c = 0) 

elliptic solution are almost the same in the entrance region of 
the channel. That is, for 0 < y < Lp at a fixed value of GrPr, 
the different entrance flow conditions for the plate and the 
wall have little influence on the local heat transfer distributions. 
Of course, for the parabolic solution the plate and wall local 
heat transfer distributions are identical for y < Lp{Lj/Lc = 
0) even at high GrPr because the inlet velocity profile is assumed 
to be uniform. 

Effect of Plate Thickness (t/b). Figure 12 shows stream­
line and isotherm contours from the elliptic solution for a 
divided channel with a plate length ratio Lp/Lc = 1/3 and 
thickness t/b = 0.2 (Lj/Lc = 0). The behavior is similar to 
that of the divided channel with t/b = 0 (Figs. 3 (a, b)). At 
low Rayleigh number the flow enters the channel smoothly. 
Separation occurs on the wall at the channel inlet at higher 
Rayleigh number. The elliptic solution predicts that increasing 
the plate thickness delays the onset of separation at the channel 
inlet. With 20 percent blockage separation occurs between 200 
< Ra* < 500, as compared to 100 < Ra* < 200 for zero 
blockage (t/b = 0). Separation is delayed because blockage 
reduces the induced flow rate in this range of Rayleigh number. 
For finite thickness dividing plates, flow separation also occurs 
at the top of the dividing plate; for Lp/Lc = 1/3, Lp/b = 5, 
L,/Lc = 0, and t/b = 0.2, the elliptic solution predicts that 
separation occurs in the range 10 < Ra* < 20, as determined 
from the plate shear stress distribution. 

The behavior of the average plate Nusselt number for 0, 10, 
and 20 percent channel blockage is shown in Fig. 13 (Lp/Lc 
= 1/3, Lj/Lc = 0). Only the graph for Nup is presented since 
the effect of blockage on the wall and overall channel average 
Nusselt numbers is very similar. At low Rayleigh number, 
blockage caused by a finite thickness plate reduces the overall 
induced flow rate and the average Nusselt numbers. Note that 
the data from the elliptic solution for t/b > 0 appear to be 
approaching the fully developed asymptotes (Eq. (54)). At Ra* 
= 5, for Lp/Lc = 1 / 3 and L:/Lc = 0, 20 percent blockage of 
the channel cross section causes a 30 percent reduction in the 
plate average Nusselt number. In the fully developed limit, the 
maximum reduction is predicted to be 38.8 percent. 

At high Rayleigh number, small plate thicknesses have al­
most no effect on the channel's thermal behavior, since the 
dividing plate and walls tend toward isolated plates. There is, 
however, a small secondary effect to be considered. A dividing 

/ L c = 1 / 3 , L,/U = 0 
Sr' 

8-" 

i! 
P a r a b o l i c So lu t i on 

t / b = 0 
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plate with finite plate thickness has a slightly larger wetted 
length than a plate of zero thickness with the same length in 
the y direction. For example, the plate with thickness t/b = 
0.2 has 4.6 percent more wetted length than the zero thickness 
plate. This extra wetted length tends to increase the bulk fluid 
temperature. Consequently, at high Rayleigh number, the 
channel with 20 percent blockage (t/b = 0.2) has a slightly 
higher induced flow and heat transfer rate than the channel 
with t/b = 0 and t/b = 0.1. However, the extra wetted length 
is a minor effect for t/b < 0.2. At Ra* = 104, the plate, wall, 
and overall channel average Nusselt numbers for t/b = 0.2 
are only about 3 to 5 percent higher than for t/b = 0. 

Summary 
A numerical study has been conducted on natural convection 

in a divided vertical isothermal channel. Solutions to both the 
full elliptic and boundary-layer forms of the Navier-Stokes 
and energy equations have been obtained for Pr = 0.7 (air). 
In addition, expressions were derived for the limiting case of 
fully developed flow in the divided channel. 

The numerical solutions predict that the heat transfer rate 
from the dividing plate can be significantly enhanced by the 
presence of the confining walls. For example, for Lp/Lc = 
1/10 and Lj/Lc = 0, at Ra^ = 100 the average plate Nusselt 
number is about two times higher than the isolated plate Nusselt 
number. Positioning the plate at the bottom of the channel 
(Lj/Lc = 0) gave the highest average Nusselt number for the 
plate and channel as a whole. 

The wall average Nusselt number is highly dependent upon 
the vertical location of the plate at low Rayleigh number. 
However, with increasing Rayleigh number, the average wall 
Nusselt number becomes almost independent of both the ver­
tical plate position (L/Lc) and the plate length ratio (Lp/Lc). 
This is a significant result: Above Ra* « 200 the heat transfer 
rate from the dividing plate is enhanced by the confining walls 
without reducing the heat transfer rate from the walls. Below 
Ra* = 200 there is a trade-off between the dividing plate and 
the channel walls. 

The effect of blockage caused by a finite thickness dividing 

plate {t/b < 0.2) is largest at low Rayleigh number. With 
increasing Rayleigh number blockage effects diminish. 
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Natural Convective Heat Transfer 
in a Divided Vertical Channel: Part 
II—Experimental Study 
An interferometric study has been conducted on two-dimensional laminar natural 
convection heat transfer in an isothermal vertical divided channel. Interferograms 
were obtained for air and a plate-to-channel length ratio of Lp/Lc= 1/3. Data are 
presented for the dividing plate located at the bottom (Lj/Lc = 0) and top of the 
channel (L,/Lc=2/3). Comparisons of local and average Nusselt numbers are made 
with the numerical predictions from Part I. Although the experimental average 
Nusselt numbers are typically about 10 percent lower than the numerical results, 
the general trends of the data are in good agreement. Average Nusselt number 
correlation equations are presented. 

Introduction 
In this paper experimental data are obtained for air using a 

Mach-Zehnder interferometer. Comparisons are made with the 
numerical predictions from Part I. In addition, average Nusselt 
number correlation equations are presented for the dividing 
plate, the confining walls, and the overall channel. These cor­
relation equations include the effects of Rayleigh number (Ra*), 
plate length ratio (Lp/Lc), plate position (L,/Lc), and plate 
thickness (t/b). 

Experimental Apparatus and Procedure 
A cross-sectional diagram of the divided channel test section 

is shown in Fig. 1. The height of the channel (Lc= 120.0 ±0.05 
mm) and the dividing plate length (Lp = 40.0 ±0.05 mm) were 
selected such that Lp/Lc = 1/3; this plate length ratio was used 
for most of the numerical calculations. The length of the test 
section in the direction of the interferometer light beam was 
25.91 ±0.01 cm. For this length and air as the test fluid, each 
full fringe shift corresponds to a temperature difference of 
AT = 3°C. 

The construction of each channel wall assembly was identical 
(see Fig. 1). The main component of each wall assembly was 
a 1.27-cm-thick precision machined aluminum plate (item 1). 
The aluminum plate was insulated on the back surface by a 
layer of polystyrene (2.54 cm thick) and sheet of plywood (1.27 
cm thick). The polystyrene, wood, and aluminum plates were 
held together by six nylon rods (item 6) that were threaded 
into the back surface of the aluminum plate. To support the 
assembly, a 37-cm length of 5 x 5 x 0.48 cm angle aluminum 
was attached to the back of both ends of each wall. Four nylon 
threaded rods were used to connect the two wall assemblies at 
the top and bottom of each angle bracket. The thread rods 
held the walls at a fixed distance apart and allowed the spacing 
(2b) to be adjusted. 

Each channel wall was heated by four electric strip heaters 
affixed to the back surface of the aluminum plate. Each heater 
had dimensions 25.5x2x0.04 cm and a resistance of about 
60 ohm. The approximate location of each strip heater is shown 
in Fig. 1 (item 11). Nine copper-constantan (40 gage) ther­
mocouples were installed in each wall of the channel. Holes 
were drilled into the back of each aluminum plate such that 
the tips were within 2 mm of the outer surface. The thermo­
couples were located in an array of three evenly spaced columns 

on the centerline and 13 mm from each end of the wall. The 
bottom row of three thermocouples was located within 8 mm 
of the leading edge. For all experiments, the nine thermocou­
ples read the same to within 0.5°C, which is about 2.4 percent 
of the overall temperature difference (TS-T0~18-25°C). 

Preliminary tests showed that there was significant heating 
of the horizontal surfaces near the channel inlet. To cool the 
phenolic board near the channel inlet, small single-pass heat 
exchangers, fabricated from soldered copper sheet, were in­
stalled in each wall assembly (see items 9, 10). 

The dividing plate (item 5) was machined from two pieces 
of 259.1 x 40.0 x 1.59 mm copper plate. Both the top and the 
bottom of the plate were machined to have a radius equal to 
the plate half thickness. Four thin foil electric heaters were 
"sandwiched" lengthwise between the two halves of the copper 
plate. Each heating element had dimensions 260 x 6 x 0.16 mm 
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1. aluminum plate 1.27cm thick 8. 
2. polystyrene insu la t ion 9, 

2.54cm thick 10, 
3. plywood 1.27cm thick 11. 
4. 5x5x0.48cm aluminum angle 
5. copper d iv ider p late 12. 
6. nylon threaded rod 6.35mm d ia . 
7. plate support wire 1,2mm d ia . 

Fig. 1 Cross-sectional view of the divided channel test section 

plate locating pin 0.53mm dia. 
heat exchanger 
phenolic sheet 0.8mm thick 
electric heaters 
(4 per wal1) 
air gap 
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10mm f l a t mi r ror 
camera 

Fig. 2 Schematic diagram of the experimental apparatus 

and a resistance of about 50 ohm. Three shallow vertical grooves 
(0.5 mm deep) for thermocouples were machined on the inside 
surface of one half of the dividing plate. The grooves were 
located 15 mm from each end and in the middle of the plate. 
Nine copper-constantan (24 gage) thermocouples were posi­
tioned in three rows at the top, middle, and bottom of the 
grooves. Care was taken to ensure that the thermocouple tips 
were not directly beneath the heating elements. For all exper­
iments, the plate was isothermal to within 0.4°C. Ten coun­
tersunk flat head screws were used to assemble the two halves 
of the dividing plate. After assembly, the plate thickness was 
measured to be 2? = 3.50±0.04 mm. 

As shown in Fig. 1, the dividing plate was supported in the 
channel at each end by steel music wire (1.2 mm dia). The wire 
(item 7) was attached to a piece of threaded steel rod so that 
the plate position could be finely adjusted. At each end of the 
channel, fine positioning pins (0.53 mm dia) were provided on 
both sides of the plate. These pins (item 8) were used to align 
the dividing plate in the center of the channel. The dividing 
plate could be installed at both the bottom (L,/Lc = 0) and the 
top (Lj/Lc = 2/3) of the channel. After assembly, each end of 
the test section was sealed off with a 15.2-cm-dia optical win­
dow. 

The test section and associated instrumentation were inte­
grated with a Mach-Zehnder interferometer. A schematic lay­
out of the experimental apparatus is shown in Fig. 2. The 
model surface temperatures, as well as the ambient and cooling 
water temperatures, were recorded by a data logger. The ther­
mocouple readings, checked at the freezing point of distilled 
water, were correct within ±0.1°C. The power input to each 
wall and the center dividing plate was controlled separately 
from three d-c power supplies. For all experiments, the average 
surface temperatures of both walls and the dividing plate were 
within 0.5°C. Two shielded thermocouples located near the 
channel entrance were used to measure the ambient air tem­
perature (T0). A 15 liter tank supplied room temperature cool­
ing water (at =0.3 liters/min) by gravity feed to the heat 
exchangers installed in the channel walls. 

Eleven experiments were performed covering the following 
range of variables: 

Lp/Lc= 1/3, LiLc = 0, 2/3 

0.069 <t/b< 0.2, 4.73 <Lc/b< 13.68 

81.4<Ra*<5,930 

For these experiments, the channel-to-ambient temperature 

b 
C, Ci, Ci 

cP 

g 

Gr 

"/>> "p,y 

= half channel width 
= constants in correlation 

Eqs. (8) and (9) 
= constant pressure 

specific heat 
= gravitational accelera­

tion 
= Grashof number = 

g(3(Ts-T0)b
3p2/v.2 1 

= average and local plate 
heat transfer coefficient 

hw, hWiy = average and local wall 
heat transfer coefficient 

k = thermal conductivity 
Lc = channel (and wall) 

length 
Li = length of the channel 

r
 L p : 

Jp,wet 

n = 

Nur = 

Nu„, Nupo, = 

Nuw, NuWJ, 

Pr 
r 

Ra* 

undivided at the 
channel inlet 
dividing plate length 
wetted length of the 
dividing plate 
exponent in correlation 
equations 
channel average Nusselt 
number 
average and local 
dividing plate Nusselt 
number 
average and local wall 
Nusselt number 
Prandtl number 
radius 
channel Rayleigh num­
ber =Gr Pr(b/L c ) 

Ra: = 

/ = 

T,T* = 

T = 

T0 = 
Tf = 

x,y = 

p 

plate Rayleigh num­
ber = Gr Pr (b/Lp) 
dividing plate half 
thickness 
temperature and 
dimensionless tempera­
ture 
surface temperature 
(wall or dividing plate) 
ambient temperature 
film temperature 
= (Ts+T0)/2 
Cartesian coordinates 
volumetric expansion 
coefficient 
dynamic velocity 
density 
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difference was held roughly constant (TS-T0<=*1& to 25°C) 
and Rayleigh number was increased by widening the channel 
wall spacing (2b). Spacers made from aluminum and brass bar 
stock were used to set the channel wall spacing. The following 
wall spacings were used: 2b = 17.55 mm, 25.4 mm, 31.95 mm, 
38.15 mm, and 50.7 mm (±0.05 mm). 

The experimental channel Rayleigh number was calculated 
as: 

Rar =Gr Pr 
b _gP(Ts-T0)bVCp 

(l) 

In Eq. (1), the temperature difference (Ts— T0) was calculated 
from the averaged thermocouple readings and the air properties 
were evaluated at the film temperature, Tf= (Ts+ T0)/2. 

Interference patterns were recorded using Polaroid 10 
cmx 12.5 cm Land film, type 55 (positive/negative). Interfer-
ograms were analyzed using a digital imaging system. The film 
negatives were viewed by a charged coupled device camera 
mounted onto a variable magnification microscope. The cam­
era supplied a video signal to a frame grabber board in an 
IBM-PC (80286) computer. Rather than capturing the entire 
interferogram at once, it was stored as many separate images. 
Each image was digitized and stored in 640 x 480 x 8 bit frame 
memory (256 grey levels). In this way, high image resolution 
was achieved. The sole function of the imaging system was to 
determine the location of interference fringe centers at scans 
perpendicular to the model surface. Only the right-hand half 
of the channel was scanned because of symmetry. The fringe 
temperatures were calculated using a standard two-dimensional 
interferometric analysis (Eckert and Goldstein, 1976). 

Finite fringe interferograms were analyzed to determine the 
wall local heat transfer coefficients. Equating the heat trans­
ferred by convection to the heat transferred by conduction at 
the wall gives an expression for the local heat transfer coef­
ficient: 

k ^ 
dx 

x = b 

T — T 
J s J n 

(2) 

where ks is the thermal conductivity of air evaluated at the 
wall temperature (Ts). The wall local Nusselt number is de­
fined by: 

Nuwo, = -
K_Jy 

dT 

dx x=b 

(Ts-T0)kf 
(3) 

where k{ is the thermal conductivity of air evaluated at the 
film temperature, 7)-= (Ts+ T0)/2. Equation (3) was used to 
calculate the wall local Nusselt number distributions. The tem­
perature difference (Ts-T0) was calculated from the averaged 
wall and ambient thermocouples readings. The temperature 
gradients at the surface were evaluated by linearly extrapolating 
the optically determined temperature profiles obtained from 
scans perpendicular to the wall. That is, only the two destruc­
tive fringes closest to the wall were used to estimate the surface 
gradients. 

Local convective coefficients were measured at about 70 to 
80 locations along the wall. The distance between measure­
ments was decreased toward the channel inlet because of the 
rapid increase in the local heat transfer rate. Accurate fringe 
center locations could not be obtained from the interferogram 
at the inlet corner (y = 0), so the leading edge heat transfer 
had to be estimated based on linear extrapolation using the 
two measurements closest to the leading edge. After linearly 
extrapolating the local Nusselt number distribution to y = 0, 
the local coefficients were integrated using the trapezoidal rule 
to give the average wall Nusselt number. The contribution of 

the extrapolated portion of the local heat transfer distribution 
was typically about 2-3 percent of the total heat transfer rate 
from the wall. 

The plate local Nusselt number is calculated as: 

Nu„ 

- k ^ 
*' dn 

(Ts-T0)kf 
(4) 

where dT/dn I s = the surface temperature gradient normal to 
the plate surface. The plate was analyzed in three separate 
sections to determine the local heat transfer distribution. The 
curved leading edge, the straight middle section, and the upper 
curved trailing edge were each scanned separately. For the 
straight middle section of the plate, the analysis method was 
the same as for the channel wall. The local Nusselt number 
was calculated using linear extrapolation based on the first 
two destructive interference fringe centers. 

The bottom curved section of the plate was scanned at 15-
deg increments for local heat transfer coefficients. However, 
the radius of curvature of the bottom section of the plate is 
small. Eckert and Soehngen (1948) recommend logarithmic 
extrapolation when the radius of curvature is low; since the 
fluid velocity is low near the surface, the temperature field is 
conduction dominated and logarithmic extrapolation reflects 
the nature of conduction in a cylindrical layer. So, the surface 
gradients (dT/dr\s) were obtained using a straight line fit to 
the first two fringe temperatures versus the logarithm of radius: 

dT 
dr 

(72-7- , ) 

RJn 

(5) 

where Ra = radius of curvature of the bottom of the plate, T\, 
T2 = temperatures of the first and second fringe centers from 
the plate surface, and ru r2 = first and second fringe radii. 

The local heat transfer rate from the curved top portion of 
the plate was calculated differently from the bottom surface 
(AB). Although the surface has a low radius of curvature, 
logarithmic extrapolation did not give reliable local heat trans­
fer data because the fringes were too far from the surface and 
well outside the conduction dominated region. For this reason, 
linear extrapolation based on the first two fringe temperatures 
was used. It should be noted that in this region the fringes are 
widely spaced and the accuracy of the experimental local coef­
ficients is expected to be poor. However, the contribution to 
the total plate heat transfer rate is small, so the accuracy of 
the average plate Nusselt number is not greatly affected. 

The average plate Nusselt number was calculated by inte­
grating the local Nusselt number distribution (using trapezoidal 
rule) over the wetted length of one side of the plate. The wetted 
length of one side of the plate is Z7,]Wet = 42.0 mm; the plate 
length in the y direction is 7^ = 40.0 mm. 

The channel average Nusselt (Nuc) was calculated using the 
experimental average wall and plate Nusselt numbers as: 

Nur 
Nup +LcNuw 42.0Nuj,+ 120.0NuM, 

-*p, wet + LC 162.0 
(6) 

Error estimates for the local Nusselt numbers have been 
made using the single-sample uncertainty analysis of Kline and 
McClintock (1953). The largest single source of error was the 
uncertainty in the fringe center location due to noise in the 
interferogram. The scatter in the fringe location data due to 
optical imperfections, bench vibrations, surface diffraction 
fringes, imperfections in the film, etc. was about ±5 percent. 
In addition, the uncertainty in the measured local Nusselt num­
ber associated with the thermocouple readings was approxi­
mately ± 2 percent. Combining these uncertainties with other 
lesser sources of error (see Naylor, 1991, for details), the total 
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(a) inf in i te fringe 
interferogram 

(b) numerical isotherm 
contours (e l l ip t i c ) 

Fig. 3 Comparison of an infinite fringe interferogram ?"d numerical 
isotherm contours for Ra^ = 97.6, LJLC = 0, Lp/Lc = 1 /3, LJb = 13.68, l/b = 0.2 

uncertainty in the local Nusselt numbers was found to be about 
± 8 percent. Integration averages the noise in the local Nusselt 
numbers. Hence, the average Nusselt number data are likely 
to be more accurate than the local Nusselt number data. In a 
repeated experiment the avearge Nusselt number data were 
found to be reproductible to within 3 percent. 

An error estimate was also made for the experimental Ray­
leigh number (Ra^ or Ra*). The fluid properties and their 
uncertainties were taken from Touloukian et al. (1970, 1975). 
Combining these fluid property errors with the uncertainties 
in the other measured quantities gave an uncertainty in the 
Rayleigh number of about ± 3 percent. 

Further details about the experimental apparatus, test pro­
cedure, and data reduction are given in the thesis by Naylor 
(1991). 

Discussion of Results 
Figure 3 shows the comparison of an infinite fringe inter­

ferogram and the numerical isotherms at Ra* = 97.6, Lf/Lc = 0, 
t/b = 0.2. It can be seen in Fig. 3 that the temperature fields 
are qualitatively similar, although some differences exist, es­
pecially in the plume region above the plate. 

Figure 4 shows the comparison of the numerical and ex­
perimental local heat transfer distributions on the dividing 
plate and channel walls for the case shown in Fig. 3. The largest 
differences occur near the leading edge of both the wall and 
plate. At the tip of the plate, the experimental local Nusselt 
number is about 20 percent lower than the numerical predic­
tion. The comparison of average Nusselt numbers is shown in 
Table 1. The experimental average heat transfer rate results 
are about 11 percent lower than the numerical predictions. The 
experimental results may, in part, be lower than the numerical 
predictions because of the" low-order extrapolation method 
used to determine the experimental temperature gradient. Also, 
despite the presence of the heat exchangers, the local heat 
transfer coefficient on the wall near the leading edge will be 
reduced because of the slight preheating of the air at the channel 
inlet. 

In Fig. 4 it should be noted that the experimental wall and 
plate local Nusselt number distributions are almost the same 
in the range 0 <y < Lp, except on the curved leading and trailing 

Rac' = 97.6, L „ / L t = l / 3 . L , /u=0 
Lc /b= I J.68, t / b=0 .2 

• • • • • Experimental Data 
Elliptic Solution 

Lc* 

:*"7 

0 4 0.6 

y /Lp 
(a) 

R o ' = 97.6. L p / U = 1 / 3 , L,/U = 0 
L,/b= 13.68, t / b = 0.2 

* * * ' Experimental Data 
Elliptic Solution 

0.2 0.4 0.6 0.8 1.0 

y / U 
( b ) 

Fig. A Experimental and numerical (elliptic) local Nusselt number dis­
tributions for (a) the dividing plate and (b) the wall 

Table 1 Experimental and numerical average Nusselt numbers for 
Ra^ = 97.6, Lp/Lc= 1/3, t/b = 0.2, LJb = 13.68 

Wall Nusselt 
Number, Nuw 

Plate Nusselt 
Number, Nup 

Experiment 

1.44 

3,13 

Elliptic 
Solution 

1.60 

3.48 

% diff. 

11.1 

11.2 

edges of the plate. As found in Part I for the elliptic solution, 
at low Rayleigh numbers the difference in inflow conditions 
for the wall and plate has very little effect on the local Nusselt 
number distributions. 

It is interesting that both the numerical and experimental 
data in Fig. 4(b) show a subtle change in the slope of the wall 
local Nusselt number distribution at the end of the dividing 
plate. At y/Lc= 1/3, the wall local Nusselt number decreases 
at a slightly greater rate as the flow adjusts to the undivided 
portion of the channel. The effect was also seen and discussed 
in Part I for a zero thickness plate. 

Infinite fringe interferograms showing the effect of vertical 
plate location and Rayleigh number on the temperature field 
are given in Fig. 5. For Lj/Lc = 0, the thermal boundary layers 
of the plate and wall merge close to the channel inlet at low 
Rayleigh number. With increasing Rayleigh number the 
boundary layers on the walls and plate gradually tend toward 
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.Elliptic Solution. L,/b= 15

__. L/L,=O. t/b=O
____ L/L,= 1-Lp/L,=2/3, t/b=O
__ L/L,=O, t/b=O.2

Experimental Data 0.069 ~t/b':::O.2

",6666 L/Lc=O
00000 LjLc ;::;: l-Lp/Lc :::2/3

"

,,,
,,,,

o
z

Q)
(f)
(f)

:J
Z

Q)
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0..

(c) Ra,: =5.930
L/L,=O

(b) Ra,: ~874
L/L,=O

(a) Ra: ~97.6
L/L,~O

Fig. 5 Infinite fringe interferograms of the divided channel

1000010

Ra,' Ra,: LJb t/b Pr Nu, N"w Nu,

97.6 293 13.68 0.200 0.712 3.13 1.44 1.88

395 1,185 9.45 0.138 0.713 4.43 2.55 3.04

874 2,620 7.51 0.110 0.713 5.26 2.89 3.50

931 2,790 7.51 0.110 0.713 5.43 2.86 3.53

1,890 5,660 6.29 0.0917 0.713 6.11 3.48 4.16

5,930 17,790 4.73 0.069 0.713 7.80 4.79 5.57

100 1000
Ro p

'

Fig. 6 Comparison of the experimental and numerical average plate
Nusselt numbers (L,!L c = 1/3)

Table 2(a) Experimental average Nusselt number data for L,!Lc = 1/3,
L,ILc = 0 (bottom)

(l) Ra,:=5,610
14L,=213

(c) Ra:~888
L/L,=2/3

(d) Ra:=81.4
L/L,=213

the appearance of boundary layers on isolated plates. The
influence of dividing plate's vertical position on the temper­
ature field is most striking at the lowest Rayleigh number.
Comparing Figs. 5(a) and 5(d) shows that the plate heat transfer
rate is reduced when the plate is in the top of the channel
largely because air is warmed by the walls before reaching the
plate. Also, it is evident that the bulk air temperature in the
middle and top portions of the channel is much higher when
the plate is at the bottom. As discussed in Part I, this causes
additional heat transfer because of the chimney effect.

Some of the interferograms shown in Fig. 5 show slight
asymmetry of the fringe patterns about the channel centerline.
It should be noted that such minor asymmetry may result from
an imperfect infinite fringe setting and cannot be interpreted
as actual asymmetries in the temperature field.

Unfortunately, it was not feasible to verify leading edge
separation and its effect on the wall local heat transfer rate
using the current experimental apparatus. In the present ex­
periment, the Rayleigh number was increased by widening the
channel wall spacing 2(b). The channel length was fixed at
L c = 12 cm because the working height of the interferometer
test beam was about 13 cm. For this reason, the experimental
data at high Rayleigh number were obtained for channel aspect
ratios much lower than the numerical data. Naylor et aI. (1991)
have shown that the critical Rayleigh number for the onset of
separation is strongly dependent on channel aspect ratio. Chan­
nels with low aspect ratios (Lc/b) require much higher Ray­
leigh numbers to induce sufficient flow to cause fluid
separation. Hence, at high Rayleigh number the channel aspect
ratio was too low for the experimental wall local Nusselt num­
ber distribution to have a local minimum near the leading edge.

Figures 6 and 7 show comparisons of the experimental av­
erage wall and plate Nusselt numbers with the numerical pre­
dictions. The average Nusselt number data are given in Table

Table 2(b) Experimental average Nusselt number data for L,!Lc = 1/3,
L,ILc = 1 - L,!Lc = 2/3 (top)

Ra, Ra; LJb t/b Pr Nu, Nuw Nu,

81.4 244 13.68 0.200 0.713 1.48 1.44 1.45

383 1,150 9.45 0.138 0.713 3.23 2.37 2.59

888 2,660 7.51 0.110 0.713 4.34 2.97 3.33

1,690 5,670 6.29 0.0917 0.713 5.18 3.25 3.75

5,610 16,800 4.73 0.069 0.713 6.82 4.48 5.09

2. When comparing the results it is important to realize that
the blockage ratio for the experiments decreases from fib = 0.2
at the lowest Rayleigh number to fib = 0.069 at the highest
Rayleigh number. So, at the lowest Rayleigh number the ex­
perimental data can be compared to the numerical data for
fib = 0.2. At high Rayleigh number the experimental data can
be compared to the numerical results for fib = 0, since the
effect of blockage was predicted to be small in Part I.

In Fig. 6 it can be seen that the experimental average plate
Nusselt nurrfber trends are very similar to the numerical pre­
dictions. When the plate is at the top of the channel (L;lLc =
213), the data are in close agreement with the numerical results
(for fib = 0) at high Rayleigh number. At low Rayleigh number
the experimental data (for L;lLc = 2/3, fib = 0.2) are slightly
below the numerical results for fib = O. The experimental re­
sults are likely lower, at least to some extent, because of the
higher blockage effects. When the plate is located in the bottom
of the channel, the experimental data are about 10 percent
lower than the numerical data at lowest Rayleigh number and
about 6 percent lower at the highest Rayleigh number. For
most practical purposes the experimental results confirm the
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Fig. 7 Comparison of the experimental and numerical average wall 
Nusselt numbers (Lp/Lc= 1/3) 

Table 3 Constants and statistics for the channel Nusselt number cor­
relation Eq. (8) 

Plate 
Position L/Lc 

0 

(l-Lp/LJ/2 

1-Lp/Lc 

C 

0.626 

0.618 

0.595 

n 

1.63 

1.45 

1.42 

Number 
of Data 

116 

89 

95 

Standard 
Deviation 

4.6% 

4.4% 

5.0% 

Maximum 
Error 

±12.1% 

±10.9% 

±15.0% 

Table 4 Constants and statistics for the wall Nusselt number corre­
lation Eq. (9) 

Plate 
Position L/Lc 

0 

(l-Lp/Lc)/2 

1-Lp/Lc 

c, 

0.588 

0.595 

0.583 

C, 

6 

3 

3 

n 

1.48 

1.37 

1.53 

Number 
of Data 

84 

76 

82 

Standard 
Deviation 

6.2% 

6.0% 

4.9% 

Maximum 
Error 

±17.0% 

±17.9% 

±13.0% 

numerical prediction regarding the effect of plate position on 
average plate Nusselt number. Positioning the plate higher in 
the channel reduces the heat transfer rate from the plate. This 
effect is most severe at lower Rayleigh numbers. For Lp/Lc = 
1/3, moving the plate from the top to the bottom of the channel 
approximately doubles the average plate Nusselt number at 
Ra; = 300. 

Figure 7 shows the comparison of numerical and experi­
mental data for the average wall Nusselt number. Again, the 
trends of the experimental and numerical data are in fair agree­
ment. In general, the experimental data are slightly lower than 
the numerical results. Nevertheless, the experimental data con­
firm that the average wall Nusselt number is relatively insen­
sitive to the plate position at moderate and high Rayleigh 
number. 

Data Correlation 
The data from the numerical solutions (Part I) and the ex­

perimental data have been correlated using the method of 
Churchill and Usagi (1972). Using this method, the upper and 
lower limiting expressions are combined as follows: 

Nu = [(NuFullyDev.)-" + (NuIsol. Plate)-"] " (7) 

where NuFuuy Dev. is the expression for fully developed condi­
tions (Ra*—0) and NuIsoi.Piate is the expression for the isolated 
plate limit (Ra*—•<»). 

Channel Average Nusselt Number Nuc: There are three 
separate correlations for the channel average Nusselt number: 
one for the plate in the bottom L/Lc = 0, middle L/Lc = (1 - Lp/ 
Lc)/2, and top Lj/Lc= 1 -Lp/Lc of the channel. The general 
form of the correlations for Nuc is: 

Nur = 
Rac 

Ln\ I b \ Ln b \ IL„ 

^4(t [b-t +4t\b-t 
T* + 1 

'MU-\-' 
+ CRac

4 

b> 
(8) 

The constant C was treated as an arbitrary constant in Eq. (8) 
to compensate for the fact that the upper asymptotic limit is 
approached from above. For each vertical plate position, both 
the constant C and the exponent n were determined numerically 
by minimizing the rms percent error between the correlation 
and the data. Table 3 gives the values of C and n for each 
vertical plate position and the correlation statistics. Equation 
(8) fits the numerical and experimental data with a maximum 
error of ±15 percent. 

Average Wall Nusselt Number Nu„,. Correlations for the 
average wall Nusselt number were calculated using the same 
method as for the channel average Nusselt number. The general 
form of the correlations for Nu„ is: 

Nu„,= 
Rac 

\C2 4lT 
b 

b-t 

Q Ra*4 (9) 

Table 4 gives the values of the constants Cu C2, the exponent 
n and the correlation statistics for each vertical plate position. 
The lower limiting asymptotic value of Nu„ depends upon the 
plate's vertical position: C2 = 6 for L,/Lc = 0, and C2 = 3 for 
Lj/LC>Q. Note that Eq. (9) should not be used for plate length 
ratios much less than Lp/Lc= 1/10 when the plate is at the 
bottom of the channel; as discussed in Part I, the expression 
for the fully developed average wall Nusselt number is not 
valid as Lp/Lc~0 for L,/Lc = 0. Similarly, the correlation should 
not be used for plate length ratios much larger than Lp/Lc = 
2/3 when the plate is not located at the channel inlet; for 
Lj/Lc > 0 the expression for fully developed average wall Nus­
selt number is not valid as Lp/Lc—l. 

It can be seen from Table 4 that the Nu„, data do not correlate 
as well as the Nuc data. The main reason for the poorer cor­
relation is the larger difference between the data from the 
parabolic and elliptic solutions. 

Average Plate Nusselt Number Nup. For Lj/Lc > 0, a closed-
form expression is not available for the lower limiting behavior 
(Ra^—0) of the average plate Nusselt number. Hence, a cor-
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relation for Nu^ is presented only for L,/Z,c = 0. Fortunately, 
this is the channel configuration of most practical interest. 

The correlation for the average plate Nusselt number for 
Lj/Lc = 0 is: 

N UI(W#H) 
/ h \ -°-19 i\ "20 2° 

+ {°-632{TJ R<j ™ 

I 
Notice that the upper asymptotic limit has been modified to 
include the effect of the plate length ratio Lp/Lc. The numerical 
results presented in Part I show that Nup depends strongly on 
plate length ratio (Lp/Lc) even at the highest Rayleigh number 
considered in this study. The factor (LP/LC)~0A9, included in 
Eq. (10), was derived from this numerical data. Equation (10) 
fits the experimental and numerical data with a maximum error 
of ± 13 percent and a standard deviation of 6.2 percent. This 
correlation should not be used for plate length ratios much 
less than Lp/Lc= 1/10 because the expression for the fully 
developed average plate Nusselt number is not valid as 
Lp/Lc~0. 

Summary 
The results of an interferometric study of laminar natural 

convection in a vertical divided channel have been presented. 
Interferograms were obtained for air and for Lp/Lc= 1/3 with 
the dividing plate located at both the bottom (L,/Lc = 0) and 
top of the channel (L,/Zc = 2/3). Comparisons of local and 
average Nusselt numbers were made with the numerical pre­
dictions from Part I. The experimentally measured average 

Nusselt numbers were typically about 10 percent lower than 
the numerical results. However, the general trends of the nu­
merical and experimental data were in good agreement. The 
experimental results confirm that positioning the plate at the 
bottom of the channel (Lj/LC = Q) gives the maximum heat 
transfer rate, and the average wall Nusselt number is almost 
independent of the plate's vertical position (Lj/Lc) at moderate 
and high Rayleigh number. Average Nusselt number corre­
lation equations for the dividing plate, the channel walls, and 
the overall channel were also presented. 
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Heat Transfer Enhancement From 
a Vertical, Isothermal Channel 
Generated by the Chimney Effect 
A numerical and experimental investigation of free convection from vertical, iso­
thermal, parallel-walled channels has been undertaken to explore the heat transfer 
enhancement obtained by adding adiabatic extensions of various sizes and shapes. 
Investigations were carried out for air (Pr= 0.7) over a wide range of wall heating 
conditions. In all cases, the adiabatic extensions were able to increase heat transfer. 
The increase varied from 2.5 at low Ra* to 1.5 at high Ra*. The experimental and 
numerical results are in excellent agreement. A single correlation accounting for the 
channel aspect ratio Lh/b, expansion ratio, B/b, modified Rayleigh number, Ra* 
and heated length ratio, Lh/L is presented. 

Introduction 
Natural convection is an energy transport process which 

takes place as a result of buoyancy-induced fluid motion oc­
curring in the presence of a body force field. The heated, 
parallel-walled channel is an archetypal configuration where 
natural convection heat transfer has been studied extensively. 
Continued research is of considerable value in the electronics 
industry since waste heat from printed circuit boards and board-
mounted chips is still commonly extracted in this manner. The 
first comprehensive study of the parallel-walled channel was 
by Elenbaas (1942), who established overall heat transfer cor­
relations for isothermal channels over a wide range of thermal 
and geometric parameters. Since this pioneering work, many 
authors (Bodoia and Osterle, 1962; Kettleborough, 1972; Nak-
amura et al., 1982; Bar-Cohen and Rohsenow, 1984) have 
undertaken studies to improve our understanding of the mech­
anisms involved and to provide more information necessary 
for use in engineering design. For a detailed literature review 
on channel convection, see Naylor etal. (1991). The most recent 
refinements to the analysis of isothermal parallel-walled chan­
nels were studies by Naylor et al. (1991) and Martin et al. 
(1991). Naylor et al. (1991) presented new information exhib­
iting secondary flow near the channel entrance and its resulting 
effect on local heat transfer. Upstream conduction at low Ra* 
was discussed in detail by Martin et al. (1991). 

In general, there is good agreement as to the overall heat 
transfer one can expect from a parallel-walled channel due to 
natural convection. To enhance the heat transfer from such a 
channel, more fluid must be forced through it so that additional 
energy can be converted away. The well-known "chimney" 
effect, first treated in a paper, by Haaland and Sparrow (1983), 
is a method of naturally inducing a higher flow of fluid through 
a confined, open-ended enclosure. Oosthuizen (1984) numer­
ically calculated the heat transfer enhancement from isother­
mal parallel-walled channels caused by the addition of straight 
adiabatic extensions at the exit. The approach he used was a 
fully implicit forward marching procedure to solve the para­
bolic form of the governing equations. He found that en­
hancements in heat transfer of up to 50 percent occurred, but 
enormous unheated lengths were required to bring about the 
change (i.e., Lh/L<l0~2). Very small enhancements were re­
ported for short extensions. Asako et al. (1990) studied heat 
transfer enhancement gained by attaching unheated tubes of 
greater diameter to the exit of a vertical isothermal tube. Their 
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approach was also numerical, but the full elliptic form of the 
governing equations was solved using finite element discreti­
zation. Increases in heat transfer of up to 250 percent were 
reported for low Rayleigh numbers and modest chimney sizes, 
which contradicts Oosthuizen's results. Flow field plots show 
the formation of standing vortices below the tube inlet which 
questions the validity of the inflow boundary conditions (see 
Naylor et al., 1991, for discussion). 

In both of the aforementioned works, the main focus was 
on the overall increases in heat transfer that could be obtained 
by exploiting the "chimney" effect in a specific situation. No 
studies were made in either case to explore the local changes 
that must occur, nor were the changes experimentally verified. 
The intent of the present study is to provide a complete and 
systematic analysis of heat transfer enhancement gained by 
adding adiabatic extensions of various width to an isothermal 
parallel-walled channel, and specifically to remove contradic­
tions existing in the available literature. Attention is given to 
the global as well as local changes of the convection process 
within the channel that are brought about by the addition of 
the extension. Experiments using a Mach-Zehnder interfer­
ometer provide verification for both the local and global 
changes in heat transfer. A general correlation will be for­
mulated to make the result useful for engineering design con­
siderations. 

Formulation of Problem 
The geometry under investigation is shown in Fig. 1. The 

heated portion of the channel, formed by two plates of length 
Lh and separation 2b, is maintained at a constant temperature 
Tw above the ambient T0. Fluid travels through the channel 
and then through an adiabatic extension before returning to 
the ambient. Flow in both the channel and the chimney is 
assumed to be two-dimensional, laminar, steady and incom­
pressible with negligible viscous dissipation. All thermophys-
ical properties of the fluid (p, Cp, ix, k, Pr) are assumed constant 
except for the variation in density with temperature (Bous-
sinesq approximation) giving rise to the buoyancy forces. 

Numerical Solution 
Since the problem is symmetric, only half of the flow field 

needs to be solved. The boundary conditions for the half chan­
nel and extension are (refer to Fig. 1): 

T=TW, u = v = 0 for x = b, 0<y<Lh (1) 

dT/dy = du/dy = dv/dy = 0 for 0<x<B, y = L (2) 
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Fig. 1 Geometry under investigation showing dimensions and coor­
dinate system 

dT/dx = dv/dx=u = 0 for x=0, -Rsy<L 

dT/dy = u = v = 0 for b<x<R, y = Q 

for b<x<B, y = Lh 

dT/dx=u = v = 0 for x=B, Lh<y<kL 

(3) 

(4) 

(5) 

Vg = arr = 0, T= T0 on the circular inlet AB (6) 

The inlet boundary conditions are based on Jeffrey-Hamel 
flow, a similarity solution for isothermal flow caused by the 
presence of a source or sink located at the intersection of two 
walls. The inlet conditions were imposed as described by Naylor 
et al. (1991). 

By introducing the following nondimensional quantities: 

U=u/U*, V=v/U\ X=x/b, Y=y/b, Vg = ve/U*, 

Vr=vr/U*, T*=(T-T0)/(TW-T0), P=p*b/iiU* 

where 

U* = aVrGxV2/b, Gx = g/5(Tw-T0)b
i/v2 

the governing equations are transformed to: 

Gr' 

Grmlu— +V 

dV' dV 
U—+ V 

dX dY 

dY, 

dP 

dP d2U d2U' 

3X2 + dT 

d2V d2V 

dY \dXz dY' 
+ GrU2T' 

PrGr1 dT* dT 
U +V 

dX dY 

d2T d2T' 

dX2 dY2 

dU dV n — + — = 0 
dX dY 

subject to the boundary conditions: 

T* = \, U=V=0 for X=l, Q<Y<Lh/b 

dT*/dY=dU/dY=dV/dY=0 

for 0<X<B/b, Y=L/b 

dT*/dX=dV/dX=U=0 

for X=0, -R/b<Y<L/b 

dT*/dY=U=V=0for \<X<R/b, Y=0 

for \<X<B/b, Y=Lh/b 

dT*/dX=U=V=0 for X=B/b, Lh/b<Y<L/b 

Ve = 0, -P + 2dVr/dr = 0, T* = 0 

on the circular boundary 

The local Nusselt number is given by: 

Nu, = - = 
dX 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

N o m e n c l a t u r e 

b = half channel width 
B = half extension width 

Cp = specific heat at constant 
pressure 

g = acceleration due to gravity 
Gr = Grashof number = 

g0(Tw-To)bW 
hy = local heat transfer coeffi­

cient 
k = thermal conductivity of 

fluid 
L = total length of channel and 

extension 
Lh = length of heated channel 

Nu,„0 = average Nusselt number for 
channel without extension 

Num = average Nusselt number 
Nuy = local Nusselt number 

p = pressure 
P = dimensionless pressure defi­

cit 

Pr = Prandtl number 
Q* = dimensionless induced flow 

rate 
r = radial coordinate in semicir­

cular inlet region 
R = inlet radius 

Ra* = modified Rayleigh number 
= GxPv (b/Lh) 

T = temperature 
T* = dimensionless temperature 

= (T-T0)/(TW-T0) 
T0 = ambient fluid temperature 
Tw = wall temperature 

u, v = velocity components in x 
and y direction 

U, V = dimensionless velocity com­
ponents 

U* = velocity scale 
vn ve = radial and tangential veloc­

ity components 
Vn Ve = dimensionless radial and 

tangential velocity compo­
nents 

x, y = Cartesian coordinates 
X, Y = dimensionless Cartesian co­

ordinates 
a = thermal diffusivity 
(3 = volumetric expansion coeffi­

cient 
/x = dynamic viscosity 
v = kinematic viscosity 
p = density 

arr = radial stress tensor 

Subscripts 
h = heated 
m = mean (average) 
o = ambient 
r = radial 

w = wall 
y = local 
6 = tangential 
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Table 1 Results of testing for grid density and location of inlet bound­
ary performed at /.,,/£. = 1/3 and Lhlb = M 

It Elements Gr B/b Expansion Nu„ 

3800 

3800 
3800 

4540 
4984 

4540 
4984 

4540 
4984 

100 
100 

1000 
1000 

2.75 Diffused 
2.75 Diffused 

2.75 Diffused 
2.75 Diffused 

1.1682 
1.1716 

2.0616 
2.0699 

10000 5 
10000 5 

2.75 Diffused 3.1958 
2.75 Diffused 3.2256 

10000 5 2.75' Diffused 3.1958 
10000 7 2.75 Diffused 3.2176 

100 
100 

2.00 Abrupt 
2.00 Abrupt 

1000 7 2.00 Abrupt 
1000 7 2.00 Abrupt 

10000 7 2.00 Abrupt 
10000 7 2.00 Abrupt 

1.1811 
1.1810 

2.0268 
2.0268 

3.1366 
3.1366 

4.0977 
4.0968 

4.6280 
4.6287 

4.7808 
4.7856 

4.7808 
4.7558 

4.1717 
4.1711 

4.3774 
4.3771 

4.2472 
4.2469 

The overall channel Nusselt number was computed as: 

Gr 1 / 2 Pr- VT*dX 
Lh^ \y=ub 

Nu„ (20) 

and the dimensionless flow rate was calculated from: 
*B/b 

VdX (21) 
J0 J Y=Ub 

The numerical solution employs finite element discretiza­
tion. Computations were carried out using the commercial 
software FIDAP (Fluid Dynamics International 1989). The 
mesh was constructed with nine-node quadrilateral elements 
for which velocity and temperature are approximated using 
biquadratic interpolation functions and the pressure with dis­
continuous linear functions. The "penalty function" approach 
for pressure was used in the calculations. Accuracy of results 
was determined by a sequence of calculations carried out at 
low, intermediate, and high heating with an increasing grid 
density. Similarly, the location of the inlet boundary was de­
termined on the basis of calculations with an increasing radius, 
R. Table 1 summarizes the results from the grid density and 
boundary location study. The overall Nusselt number and di­
mensionless flow rate were both numerically accurate to better 
than 1 percent. Local Nusselt numbers along the channel wall 
were most sensitive at high heating where differences of ~2 
percent occurred near the channel inlet tapering off to much 
less than 1 percent for the remainder of the wall. An example 
of the final mesh is shown in Fig. 2. The inlet radius is R=l 
and 18577 nodes were used. The diagram is divided into three 
parts to make the element distribution in the critical areas more 
clear. 

The analysis was carried out for the following classes of 
geometry: heated channel without extension, channels with 
straight adiabatic extensions (i.e., B/b= 1), channels with ab­
rupt expansions (i.e., B/b>\), and channels with diffused 
expansions. Solutions were obtained for air (Pr = 0.7) and cov­
ered the range: 10<Z,„/Z?<24, 1/4<LA/Z,<1, l<5 /5<5and 
l<Ra*<500. 

Experimental Apparatus and Measurements 
Experiments were performed with ambient air using a Mach-

Zehnder interferometer. The light source for the interferometer 
was a 5 mW red Helium-neon Laser beam (X = 632.8 nm). The 
technique used to align the interferometer was that described 
by Tarasuk (1968). 

A detailed view of the test-section is shown in Fig. 3. The 
heated channel consisted of two precision machined aluminum 
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Fig. 2 Finite element mesh for entire flow domain 

plates 12±0.005 cm high, 25.91 ±0.01 cm long and 1.2 cm 
thick, bevelled along the upper and lower edges (item 1). The 
plates were flat to within 0.0025 cm over the described di­
mensions and the exposed surfaces were brought to a highly 
polished finish to minimize radiant heat transfer. Each plate 
had nine holes drilled to within 2 mm of the exposed surface 
for the placement of copper-constantan thermal couples (item 
3) to monitor the wall temperature. The holes were drilled in 
a three-by-three array with the bottom row 0.8 cm from the 
leading edge and the outermost columns 1.3 cm from the ends 
of the plates. Electrical strip heaters (item 7, four per plate) 
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1 - Precision machined aluminum plate 8 - Single pass heat Exchanger 
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Phenolic board 
40 gauge Copper-constantan thermocouple 
Nylon threaded rod 
Nylon nut 
Polystyrene, 2.54 cm thick 
Electric strip heater ( = 60 (1) 

9-
10 
11 
12 
13 
14 

Plywood, 1.2 cm thick 
Adhesive weather seal 
Aluminum frame assy 
Nylon adjusting pin 
Wood strip 1.9 x 1.9 cm 
Polystyrene, 2.54 cm thick 

Fig. 3 Detailed cross-section of the experimental model 

were pasted to the back surface of each plate to supply the 
heating. The back surfaces were insulated from the surround­
ings with 2.54-cm-thick polystyrene insulating material (item 
6) and 1.2 cm of spruce plywood (item 9). Each plate assembly 
was held together using four threaded nylon rods (item 4) 
extending 0.5 cm into the aluminum wall, through the insu­
lation and the plywood and secured with nylon nuts (item 10). 
The horizontal surfaces at the entrance and exit of the heated 
channel were fabricated from 1-mm-thick phenolic boards (item 
2). Adjacent to each board, a semiflattened copper tube (item 
8) was "glued" using a conducting compound and silicon 
adhesive. The tubes were installed so that water at ambient 
temperature could be circulated through them to ensure that 
the upper and lower surfaces would function adiabatically. 
This adiabatic condition was maintained during each experi­
ment by adjusting the water flow to each of the separately 
controlled tubes until the interference fringes (isotherms) pen­
etrated the surfaces normally. A tiny bead of silicon adhesive 
was used to seal the interface between the aluminum plates 
and the phenolic boards. 

The chimney was constructed using various heights of 2.54-
cm-thick, 26-cm-long polystyrene insulating material (item 14). 
The polystyrene walls were made flat by gluing 1.9x2.5 cm 
wood strips (item 13, five per wall) on the back surfaces. The 
interface between the upper surface of the channel and the 
extension was sealed off with adhesive weather stripping (item 
10) to eliminate ambient air from being entrained through the 
gap. 

The entire channel assembly and extension was mounted 
into an adjustable frame (item 11) constructed from four sec­
tions of aluminum angle (3.8 x 3.8 x .6 cm). The aspect ratio 
of the heated channel was adjustable from 10<LA/7j<24. The 
width of the chimney was adjustable from \<B/b<A at a 
channel aspect ratio of Lh/b = 17. The ends of the heated chan­
nel were closed off using 3.0-cm-thick, 15-cm-dia optical flats 
to prevent ambient air from being entrained at the edges, thus 
reinforcing the two dimensionality of the model. The ends of 
the extension were closed off for the same reason, using ad­
ditional sections of 2.54-cm-thick, polystyrene insulating ma­
terial. Several experiments were performed at Lh/b= 17, Lh/L 

= 1/3, \<B/b<2.5 andRa* = 20, 40 to check whether radia­
tion heat transfer or boundary layer growth on the end caps 
had a significant effect on the convection results. The boundary 
layer growth on the end caps (three-dimensional effects) was 
checked by performing experiments with and without diffused 
end caps. The amount that the ends were diffused was cal­
culated from elementary boundary layer theory for flow along 
a flat plate. The effects of radiation were checked in separate 
experiments with and without a radiation shield. The radiation 
shield, consisting -of four sections of polystyrene insulating 
sheet, was arranged over the exit of the extension in a manner 
which would isolate the inner walls of the extension from the 
surroundings without obstructing the exiting flow. Since the 
exiting flow contacted the shield before reaching the surround­
ings, the shield took on the temperature of the extension and 
their radiative exchange was minimized. The boundary layer 
was found to have no measurable effect, while the radiation 
losses at large B/b warranted the use of a radiation shield at 
the exit for all subsequent experiments. 

A typical experiment was initiated by obtaining an infinite 
fringe setting on the interferometer across the aligned, un-
heated model, using the procedure outlined by Tarasuk (1968). 
After a scale photograph was taken, direct current was applied 
to the heaters and the walls were brought up to the required 
temperature. The model was assumed to have reached steady-
state when the temperatures obtained from the 18 separate 
thermal couples were within 0.5°C (usually 30-40 min). An 
infinite fringe photograph was then taken for observation of 
the temperature field. The interferometer setting was changed 
to observe finite fringes and a photograph was obtained for 
analysis purposes. Finite fringes were chosen for analysis since 
ambient reference fringes were visible on all photographs ob­
tained at this setting. Local fringe shift gradients were extracted 
from the finite fringe photographs using a digital imaging 
system. Fifty to seventy scans were taken along the height of 
a wall with more scans concentrated near the inlet. Local and 
overall Nusselt numbers were calculated from the experimental 
fringe shift gradients for comparison with the numerical re­
sults. The estimated experimental error in the local heat trans­
fer coefficients was ±8 percent and for the overall channel 
heat transfer, about ±4percent. Two similar tests at Lh/b= 17, 
Lh/L=l/3, B/b = 2.5 and Ra*«40 demonstrated that the 
measurements were reproducible to within 2.5 percent. For a 
detailed treatment of the experimental error, refer to Straatman 
(1992). 

Results and Discussion 
The primary aim of the present study was to quantify the 

local and overall changes in heat transfer that could be brought 
about by exploiting the "chimney'' effect. To make the changes 
more apparent, the overall results for heat transfer and mass 
flow obtained from heated channels with extensions are pre­
sented as a ratio of those obtained from heated channels with­
out extensions. Figure 4 shows the results for the reference 
case of the overall Nusselt number, Numo versus the Rayleigh 
number, Ra* ( = g&(Tw- T0)b

4/uaLh), for an isothermal 
channel (without extension) obtained as a part of the present 
study and by Naylor et al. (1991) and Elenbaas (1942). 

Effects of Geometry 

Part I Straight Extensions. The case of heated channels 
with straight adiabatic extensions is considered first. Figure 5 
shows the present numerical results for relative overall heat 
transfer and flow rate as a function of Rayleigh number, Ra*, 
for different values of Lh/L. Channel aspect ratios of Lh/b 
= 10, 17, 24 were used in the calculations. The relative quan­
tities were consistently greater than one and increased as 
Lh/L decreased (i.e., as the unheated extension increased in 
length). By following a line of constant Ra*, it is seen that 
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Fig. 5 Ratios of heat transfer (a) and dimensionless flow rate (b) for 
straight extensions (B/b= 1) 

enhancements in heat transfer do not increase linearly as the 
unheated extension is increased. Based on the length ratios 
studied, each subsequent unheated length (i.e., Lh/L = l/L 
where: L= 1, 2, 3, 4) produced an enhancement equal to =50 
percent of the previous unheated length. If this trend were to 
continue beyond Lh/L = 1/4, 99 percent of the maximum pos­
sible enhancement would be obtained using Lh/L- 1/8. Cal­
culations were not carried out beyond Lh/L = 1 /4 because it 
is not likely that such long extensions can be used in actual 
applications. 

Figure 5(a) shows a local maximum occurring in relative 
overall heat transfer at Ra* = 4 (Gr « 100) indicating the region 
where the "chimney effect" is most pronounced. Some dis­
cussion regarding heated channels without extensions will aid 
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Fig. 6 Ratios of heat transfer (a) and dimensionless flow rate (b) for 
an abrupt expansion over the heating range studied. The curves repre­
sent LJL = 1/3. 

the rationalization. For the limiting case of Ra* —0 (Martin 
et al., 1991), no convective motion exists and the addition of 
an unheated extension can bring about no changes, i.e., the 
function of the extension is to allow a heated plume to increase 
its momentum. As Ra* increases, convection heat transfer 
starts to dominate and induced mass flow in the form of a 
heated plume begins to move up the channel. For moderately 
low Ra* (l<Ra*<10), the induced flow within the channel 
is balanced by frictional resistance from the walls and fully 
(hydrodynamically and thermally) developed flow occurs. The 
addition of an extension in this region allows the warm plume 
to gain momentum and cause the flow in the heated channel 
to exist as undeveloped, giving rise to significantly higher heat 
transfer. When Ra* is much larger (Ra*>40) the flow in the 
unaugmented channel already exists as undeveloped, and fur­
ther increases in flow can only bring about modest increases 
in overall heat transfer. 

The relative flow rate shown in Fig. 5(b) increases fairly 
consistently with increased Ra*. For the cases where Ra*—0 
and Ra* —oo, insufficient data was obtained to make a pre­
diction on the behavior of QVQ*,. The flow behavior was not 
pursued since it is of secondary interest in the present study. 

• Part II Abrupt Expansions. As the ratio of widths of the 
chimney and channel, B/b, is increased, the frictional resist­
ance in the chimney decreases. This allows the plume to gain 
greater momentum leading to an increase in flow rate and, 
more importantly, heat transfer. Figure 6 shows the present 
numerical results for the relative overall heat transfer and flow 
rate as a function of Ra* for a fixed value of Lh/L =1/3 and 
1 <#/£>:< 3.5. The curves for increasing values of B/b in part 
{a) share the same general characteristics as any one curve 
from Fig. 5(a). One notable difference is that as B/b increases, 
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Fig. 7 Ratios of heat transfer (a) and dimenslonless flow rate (b) for a 
diffused expansion over the heating range studied. The curves represent 
Lh/L = M3, Lhlb = W. 

the local maximum shifts to a lower value of Ra*. This suggests 
that in the absence of wall friction (from the extension), even 
very weak motion associated with small Ra* is augmented, 
resulting in enormous relative increases in heat transfer. 

For low Ra* (= 1), enhancements of up to 2.5 were observed 
in overall heat transfer owing to enhancements of 2.6 in mass 
flow. In the intermediate range, 5 < Ra* < 100, enhancements 
were in the order of 1.5 for overall heat transfer and 2.4 for 
mass flow and in the upper range, Ra* > 100, enhancement of 
overall heat transfer was 1.3, owing to increases of 2.5 in mass 
flow. In comparison, the straight extension brought about 
relative increases in heat transfer of 1.1 — 1.25 in the same 
overall range. This compares qualitatively with the work of 
Oosthuizen (1984). A detailed comparison could not be made 
because of the large unheated lengths that he considered. It 
is, however, doubtful, based on the present results, that enor­
mous extensions are required to reach the maximum possible 
enhancement as reported by Oosthuizen (1984). 

Part III Diffused Expansions. A channel with a diffused 
expansion was considered to examine the relevance of the hy-
drodynamic loss caused by the sudden expansion at the inlet 
of the extension. The diffuser was formed by allowing the first 
segment (of length Lh) of the unheated extension to open 
gradually as the extension was expanded (see diagram in Fig. 
7). Figure 7 shows the present numerical results for relative 
overall heat transfer and flow rate as a function of Ra* for 
Lh/L= 1/3 and 1 <B/b<5. There are no apparent differences 
between the results from Figs. 6(a),(b) and 1(a),(b). Figure 
8 demonstrates how the overall heat transfer for the diffused 
expansion compares to those from the abrupt expansion. For 
very large values of B/b, the diffused expansion offers mod­
estly higher enhancements in heat transfer, but, for the most 
part, the abrupt expansion is more effective and thus the loss 
at the entry is of no consequence. In the rest of the paper, the 
emphasis is directed towards the straight extensions and abrupt 
expansions only. 

^ a Aaa Abrupt Expansion 
o$Q_oj> Diffused Expansion 

o - i --t- -t- -t--

Ra'= 4.1176 

Ra'= 20.588 

- 0 - ^ 0- - 0 
j — fr - -0 0 

2.0 3.0 4.0 

B/b 
Fig. 8 Ratio of Nusselt numbers versus expansion ratio, B/b, for se­
lected constant Rayleigh numbers, Ra* 
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(a) Channel with and without Straight Extension 

(b) Channel with and without Abrupt Expansion 

Fig. 9 Local Nusselt number distributions (a) for the channel with a 
straight extension, B/b='\.0 and (b) for the channel with an abrupt ex­
pansion, B/b = 2.0 

Local Heat Transfer. The local changes in heat transfer 
are analyzed in detail to order to determine how the heat flux 
is distributed along the channel. Figure 9 gives the present 
numerical results for local Nusselt number in the case of (a) 
a channel with a straight extension and (b) a channel with an 
abrupt expansion (B/b = 2). For low and intermediate heating, 
the increase in heat transfer occurs over the entire channel 
length in both cases. When the heating (Ra*) is high, there is 
a sharp decrease in the local heat transfer just beyond the 
channel inlet. This is caused by flow separation resulting in a 
small recirculating eddy adjacent to each wall just above the 
channel inlet when the induced flow rate exceeds a certain 
critical value. Figure 10 shows the changes in the flow pattern 
near the inlet occurring due to the increased flow rate generated 
by the "chimney" effect. This flow separation has been first 
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Fig. 13 Comparison of experimental and theoretical local Nusselt num·
bers for Lhlb =17, LhlL =1/3

{bJ Ra- 23.33. LJL= 1/2 (cJ Ra~ 22.03, L,JL~ 1/3(aJ Ra'= 22.32

Fig. 11 Experimentally and numerically determined isotherms for
Lhlb = 17, BIb = 1

documented by Naylor et al. (1991). The resulting eddies ef­
fectively "insulate" the wall from the incoming air stream and
cause local decreases in heat transfer. An attempt was made
by Naylor et al. (1991) to correlate the onset of separation with
the flow rate. They found that the channel aspect ratio, Lhl
b, had a strong effect on it. The present results confirm this
finding and suggest that such a correlation can be established
for any constant aspect ratio Lhlb. Details are omitted due to
space limitation.

Experimental Results. A Mach-Zehnder interferometer was
used to perform experiments to validate the present numerical
findings. Figure 11 gives a comparison of experimentally and
numerically determined isotherms for (a) channel without an
extension, (b) channel with straight extension equal to the length
of the channel (LhIL = 112) and (c) channel with straight ex­
tension equal to twice the length of the channel (L,.!L = 1/3).

Figure 12 gives a comparison of experimentally and numerically
determined isotherms for an extension of LhlL = 1/3 and (a)
no expansion (Bib = 1.0), (b) abrupt expansion Bib = 2.0 and
(c) abrupt expansion Bib = 2.5. Note that in all of the pho­
tographs, ambient air is represented by darkness so that the
isotherms are represented by successive bright fringes. In all
cases, the numerical and experimental isotherms are in excellent
agreement, with slight differences occurring only at the inlet.
Care was taken, through the installation of heat exchangers
(see Fig. 3), to minimize the amount by which the ambient air
might have been preheated by the lower surfaces before en­
tering the channel, but the possibility of a very small energy
transfer near the bottom corner could not be excluded. Figure
13 shows the comparison of local Nusselt numbers obtained
numerically and experimentally for LhlL = 1/3 and (a) a
straight extension (Bib = 1.0) and (b) an abrupt expansion
of Bib = 2.0. The agreement is good in both cases with average
scatter of ± 3 percent and a maximum of 12 percent occurring
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Fig. 14 Overall Nusselt number as a function of the channel aspect 
ratio, Lh/b, heated length ratio, L„/L, width of the expansion, B/b, and 
heating conditions, Ra* 

next to the bottom corner. The discrepancy near the bottom 
corner could be a result of the slight preheating of incoming 
air or it may occur due to the linear extrapolation used in 
predicting the experimental heat transfer. The numerical results 
may also be unreliable in this region because of the singularity 
in the temperature field at the corner. 

Variations of the overall Nusselt number determined both 
numerically and experimentally are shown on Fig. 14. These 
results show that it is possible to scale out the effects of aspect 
ratio of the heated channel, Lh/b, and expansion ratio of the 
extension, B/b, for a given length of the extension, Lh/L. The 
method described by Churchill and Usagi (1972) was used to 
produce the following correlation for Nu,„: 

Nu,„ = ^Ra*(B/b) 

+ [-(R&*(B/b))" (22) 

valid over the range: 
\/A<Lh/L<\, l<B/b<2.5, l<Ra*<400 

At low Ra* (B/b), the result approximates the fully developed 
channel limit (Ra*/3) proposed by Bodoia et al. (1962). At 
high Ra* (B/b), the result approaches the curve for a channel 
without an extension rather than the isolated plate limit. Al­
though the correlation for a channel with no extension does 
approach the isolated plate limit as Ra* —oo, this does not 
occur in the range of parameters studied. The upper asymptote 
was approximated using a sequence of calculations to minimize 
the scatter using all of the present numerical data. The exponent 
in the correlation equation was found in a similar manner after 
the asymptote was set. The largest deviation between the cor­
relation (Eq. (22)) and the data is evident at low Ra* (Ra* <4) 
where differences of up to 15 percent occur. For Ra* >4, the 
correlation (Eq. (22)) is accurate to better than 8 percent, which 
is acceptable for most design considerations. Figure 14 shows 
curves generated by Eq. (22) for Lh/L= 1/2, 1/3, and 1/4. 
Note that the curve and the data for Lh/L- 1/2 is multiplied 

by 0.5 and the curve and the data for Lh/L = 1/4 is multiplied 
by 2 to avoid overlap. This simple correlation should be of 
enormous help in a design process. 

Conclusions 
The addition of an adiabatic extension enhances the heat 

transfer from an isothermal channel for all geometric config­
urations considered in the present analysis. Straight adiabatic 
extensions ranging in length from l/4<L/,/L<2/3 resulted in 
overall heat transfer enhancements of 1.1 to 1.3. Abrupt ex­
pansions in the range of l<B/6<3.5 offered enhancements 
of 1.3 to 2.5. The extension was most effective at low Rayleigh 
numbers for which the flow in the channel without an extension 
is fully developed. The experimental and numerical results are 
in excellent agreement both locally and globally. A single cor­
relation accounting for the channel aspect ratio, Lh/b, expan­
sion ratio, B/b, modified Rayleigh number, Ra*, and heated 
length ratio, Lh/L, is presented. 
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Measurements in Buoyancy-
Assisting Separated Flow Behind a 
Vertical Backward-Facing Step 
Measurements of velocity and temperature distributions in buoyancy-assisting lam­
inar mixed convection boundary-layer flow over a vertical, two-dimensional back­
ward-facing step are reported. The leading surface upstream of the step and the 
step itself were adiabatic, and the surface downstream of the step was heated and 
maintained at a uniform temperature. A laser-Doppler velocimeter and a cold-wire 
anemometer were utilized to measure simultaneously the velocity and the temperature 
distributions in the recirculation and the reattached region downstream of the step. 
Flow visualization was used to study the flow and to measure the reattachment 
length for different free-stream velocities (0.37 m/s < u0 ^ 0.72 m/s), wall tem­
perature differences (10°C < AT < 30°C), and step heights (0.38 cm < s < 1 
cm). Results show that for a given step height the reattachment length decreases as 
the buoyancy force parameter, Grs/Re%, increases. The Nusselt number at the heated 
wall downstream of the step increases and the location of its maximum value moves 
closer to the step as the buoyancy force parameter increases. For the present ex­
perimental range, it is found that the location of the maximum Nusselt number 
occurs downstream of the reattachment point and the distance between the reat­
tachment point and the location of the maximum Nusselt number increases as the 
buoyancy force parameter increases. Predicted behavior agrees favorably with the 
measured results. 

Introduction 
Flow and heat transfer characteristics behind a two-dimen­

sional backward-facing step have been investigated extensively 
in the past. Such geometry appears in several designs of heat 
exchanging devices, such as combustion chambers, electronic 
cooling equipment, and cooling passages of turbine blades. 
Extensive reviews on the fluid flow aspect of separated flows 
have been given by Armaly et al. (1983), Eaton and Johnson 
(1981), and Simpson (1981). Reviews dealing with the heat 
transfer characteristics of separated flows have been provided 
by Aung (1983a, 1983b), Aung et al. (1985), Sparrow and 
Chuck (1987), Sparrow et al. (1987), and Vogel and Eaton 
(1985). Most of the published studies have been numerical in 
nature and have dealt mainly with forced convection flows. 
Braaten and Patankar (1985) reported some mixed convection 
results for flow in shrouded arrays of heated blocks, and re­
cently Lin et al. (1990) reported the results of a numerical study 
dealing with the effects of buoyancy in a vertical backward-
facing step flow in a duct. Experimental results for heat transfer 
in separated flows are lacking, and measurements of the buoy­
ancy effects on separated flows do not seem to have appeared 
in the literature. This has motivated the present study, which 
explores experimentally and numerically the effects of buoy­
ancy on the flow and heat transfer characteristics in separated 
boundary layer flow downstream of a two dimensional back­
ward-facing step. 

Experimental Facilities and Procedure 
The experimental investigation was performed in a low-tur­

bulence, open circuit wind tunnel that was oriented vertically, 
with air flowing in the upward direction. This tunnel was 
described in detail by Ramachandran et al. (1985) and a Sche­
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Fig. 1 Schematic diagram of air tunnel 

matic diagram of the tunnel is shown in Fig. 1. The test section 
of the tunnel (30.48 cm x 30.48 cm x 91.44 cm) was instru­
mented with a cold-wire anemometer system for measuring the 
air temperature and with a traverse mechanism for moving 
the measuring boundary layer probe to any desired location 
in the flow domain. The normal motion of the probe (relative 
to the plane of the heated surface) was controlled by a stepper 
motor and by a sweep drive unit capable of moving the probe 
to within 0.02 mm of a desired location. The movement of the 
probe along the other two directions (along the plate length 
and width) were manually controlled by a lead screw to an 
accuracy level of 1 mm. 
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The heated backward-facing step geometry was supported 
in the test section of the tunnel and spanned its entire width 
(30.48 cm). A cross section of 20.32 cm x 30.48 cm was 
provided adjacent to the test surface for air flow. The test 
surface was constructed to provide an adiabatic upstream sec­
tion, an adiabatic (backward-facing) step, and a downstream 
section behind the step that was heated to maintain uniform 
surface temperature. The height of the step could be changed 
and the temperature level of the downstream section could be 
maintained at any desired uniform value between 22 °C and 
80°C. The upstream section of the backward facing step was 
30.48 cm long and was constructed from plexiglass. The front 
edge of this upstream section was chamfered to provide a good 
starting edge for the boundary layer flow, and the back edge 
was squared to form the adiabatic step. The heated section 
downstream of the backward-facing step was constructed from 
three layers, which were held together by screws and instru­
mented to provide an isothermal heated test surface. The upper 
layer (test surface) was an aluminum plate (30.48 cm wide, 79 
cm long, and 1.27 cm thick) instrumented with 11 calibrated 
copper-constantan thermocouples that were distributed in both 
the axial and the transverse directions. Each thermocouple was 
inserted into a small hole on the backside of the plate and its 
measuring junction was flush with the test surface. The middle 
layer consisted of six heating pads, which were backed by 
insulation tiles. The power input to each of the six heating 
pads was controlled by individual microprocessor-based tem­
perature controllers, which maintained the entire length of the 
heated surface at a specified uniform temperature. An alu­
minum plate, 1.27 cm thick, served as the bottom layer and 
as a support to keep the three-layered structure together. The 
front edge of this structure was chamfered (45 deg) and pressed 
to the back edge of the upstream section to form the backward-
facing step, as shown in Fig.T. This arrangement minimized 
the conduction between the heated plate and the adiabatic step. 
Flow visualizations indicated the presence of a developing two-
dimensional laminar boundary layer flow adjacent to the up­
stream adiabatic section, and a two-dimensional laminar sep­
aration and reattachment region behind the step. The two 
dimensionality of the flow and thermal fields was also verified 
from the measurements of velocity and temperature across the 
width of the flow region, and the heated plate could be main­
tained at a specified uniform temperature to within 0.2°C by 
controlling the input power to the individual heaters. 

The velocity measurement was performed by using a three-
beam, backward scattering, two-component laser-Doppler ve-
locimeter (LDV) that utilizes two counters to process the Dop-
pler signal. The measuring point of the LDV system could be 
moved to within 0.1 mm from any desired location in the flow 
field by a three-dimensional traverse mechanism that was lo­
cated adjacent to the tunnel. The traverse mechanism and the 

processing of the Doppler signals were controlled by an IBM-
AT personal computer. Glycerin vapor was mixed with the 
inlet air flow to provide the scattering particles (0.2-0.5 /nm 
in diameter) for the LDV measuring system. A cold-wire 
boundary layer probe with a constant-current bridge/ane­
mometer and a traverse system were used to measure the tem­
perature in the flow domain. Temperature and velocity in the 
flow domain were measured simultaneously by placing the cold 
wire probe 2 mm behind the measuring volume of the LDV 
system. It was verified experimentally that the presence of the 
cold wire probe behind the LDV measuring volume did not 
influence significantly the magnitude of the measured velocity 
(less than one percent) in the experimental range. The repeat­
ability (under steady-state conditions) of the temperature meas­
urements was determined to be within 0.2°C, and that of the 
free-stream velocity measurements was within 3 percent. 

Numerical Analysis 
The experimental geometry and the boundary conditions 

were modeled by numerically solving the governing elliptic 
partial differential equations for the temperature and the ve­
locity fields. The backward-facing step and the upstream sec­
tion were considered as adiabatic surfaces, and the downstream 
section was considered as heated to a uniform temperature Tw 
corresponding to the measured value. The flow was considered 
to be steady, two-dimensional, and laminar, and the properties 
were considered to be constant but evaluated at the film tem­
perature Tf = (T0 + Tw)/2. By utilizing the Boussinesq ap­
proximation (/3ATis smaller than 0.1 in the experimental range), 
the governing conservation equations can be written as follows: 

du dv „ 
ax dy 

(1) 

d{uu) d(uv) 
dx ay 

1 dP (d2u d2u\ s , „ x 

d(uv) d(w) l a p /<Pv aV 
dx + dy ~~p dy + V [d^dy2 

dy 

d(uT) d(vT) d2T d2f 

(3) 

(4) 
dx ' dy ~ ydx2 dy2 

The boundary conditions are given by 
s<y<H, x = 0; 

u = u0, v = 0, and T- T0, or measured values at inlet (5) 
0<y<H, x = Li + Le; 

u, v, and T= measured values (at exit) (6) 

g = 
Gr, = 

h --

H --

k --
Nu, = 

L, -

Le ~-

= gravitational acceleration 
= Grashof number 

= g&in-T^/v2 

- local heat transfer coefficient 
= -k(dT/dy)y=0/(T„-To) 

= height of computational do­
main 

= thermal conductivity 
= local Nusselt number = hs/k 
= length upstream of the step in 

the calculation domain 
= length downstream of the step 

in the calculation domain 
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= pressure 
= Reynolds number = u„s/v 
= step height 
= fluid temperature 
= inlet and free-stream air tem­

perature 
= heated wall temperature 
= streamwise velocity component 
= inlet and free-stream velocity 
= transverse velocity component 
= streamwise and transverse co­

ordinates 
= location of peak Nusselt num­

ber 

xr ~-
X = 

x„ --
Xr ~-
Y --
a = 
0 = 

e --

V = 

f = 

p = 

= location of reattachment 
= (x-L,)/s 
= (x„-L,)/s 
= (xr-L,)/s 
= (y-s)/s 
= thermal diffusivity 
= volumetric expansion coeffi­

cient 
= dimensionless temperature 

= (T-T0)/(T„-T0) 
= kinematic viscosity 
= buoyancy parameter 

= Gr,/Re| 
= density 
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y = H, Q<x<Lj + Le; 

u = uot dv/dy = 0, T= T0 (free stream) (7) 

y = 0, Lj<x<Le 

u = v = 0, T=TW (downstream heated wall) (8) 

y = s, 0<x<L,; 

u=v = 0, dT/dy = 0 (upstream adiabatic wall) (9) 

0<y<s, x = Lj\ 

u = v = 0, dT/ctx = 0 (adiabatic step wall) (10) 

The downstream length Le, the upstream length L,, and the 
height H of the computational domain were selected to be 21 
steps long (Le/s = 21), 5 steps long (L/s = 5), and 10 steps 
high (H/s = 10), respectively. Measured velocity and tem­
perature distributions at the start and at the end of the cal­
culation domain were used as inlet and exit boundary conditions 
for the numerical simulation. Linear interpolation between two 
measured points was used to establish values at each mesh 
point. The solution to the governing set of coupled partial 
differential equations was obtained by using a finite difference 
scheme, embodied in the computer code TEACH using the 
SIMPLE algorithm, as described by Patankar (1980). The so­
lution procedure started by supplying initial estimates for the 
velocity, temperature, and pressure fields, along with the phys­
ical boundary conditions, and iterations were continued until 
a converged solution was obtained. The momentum equations 
were solved first in the iteration process, using estimated tem­
perature for the buoyancy force calculations, and then the 
energy equation was solved to upgrade the temperature. This 
process was repeated for each iteration step until a converged 
solution was reached. Convergence of the solution was con­
sidered satisfactory when the sum of the normalized (relative 
to inlet conditions) residuals, (mass, momentum, and energy) 
over the whole calculation domain was less than 0.01. 

The grid distribution in the calculation domain was non­
uniform in both the streamwise and transverse coordinate di­
rections. A large number of grid points were placed in the area 
where steep variations of velocities were observed from meas­
urements, i.e., near the corner of the step and adjacent to the 
walls. Various grid densities and and grid numbers were tested, 
and the resulting velocity distributions from these tests were 
compared, to determine a grid-independent solution. It was 
found that for the range of parameters examined in this study, 
a grid density of A^ x Ny = 90 x 60 is sufficient for providing 
a grid-independent solution (for the two mesh sizes of 70 x 
35 and 90 x 60 the maximum change in the predicted velocity 
is less than 3 percent, in the predicted Nusselt number it is less 
than 1.5 percent, and in the reattachment length it is less than 
1 percent). The computations were performed on an IBM 4381 
Model Group 14 computer system and a Floating Point System 
FPS-164 located at the University of Missouri-Rolla. About 
600 to 1000 iterations were needed to obtain a converged so­
lution. 

Discussion of Results 
The two-dimensional nature of the flow in the experimental 

geometry was verified by measuring the axial velocity at y = 0.64 
cm (equivalent to the step height) across the width of the plate 
at various streamwise locations downstream from the step. 
These results verified that there is a large region in the center 
of the tunnel (80 percent of its width) where the flow can be 
approximated (to within 5 percent) as being two dimensional. 
All the reported velocity and temperature measurements were 
taken along the midplane (z = 0) of the plate and only after 
the system had reached steady-state conditions. 

The results from the numerical solution to the governing 
equations (for the case of a step height s = 0.64 cm) were used 
to develop the contour plots of the dimensionless stream func-
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Fig. 2 Effects of wall temperature and inlet velocity on streamlines, 
s = 0.64 cm: (a) u„ = 0.55 m/s; (6) AT = 10°C and Grs = 362 

tion. These results are presented in Fig. 2 to illustrate the 
qualitative nature of the buoyancy force effects on the flow 
field. Only a portion (the relevant region) of the calculation 
domain is presented in the individual figures. It should be noted 
that the X and Y coordinates in these figures are not presented 
to the same scale (the Y coordinate is stretched relative to the 
X coordinate) in order to show more clearly what happens in 
the recirculation region. As expected, the flow separates behind 
the step and reattaches to the wall downstream of the step, 
forming a recirculation region between the step and the reat­
tachment point. The results show that for a fixed inlet velocity 
(Fig. 2a, u = 0.55 m/s), the reattachment length, Xn decreases 
as the wall temperature (buoyancy force) increases. Fluid prop­
erties are evaluated at the film temperatures, 7} = (T„+ T0)/ 
2, and are used to calculate the reported Reynolds and Grashof 
numbers for temperature differences, AT = Tw— T0, of 0, 10 
and 30°C. The difference in the magnitudes of the Reynolds 
numbers reported in Fig. 2(a) is due only to the changes in the 
magnitude of the kinematic viscosity due to changes in film 
temperature. Similarly, as the inlet velocity decreases for a 
fixed temperature difference (Fig. 2b for AT = 10°C, Grs = 
362, and u0 = 0.72, 0.55, and 0.37 m/s), the reattachment 
length and the volume of the recirculation region decrease. 
The rate of change of momentum in the streamwise direction, 
in the recirculation region adjacent to the heated wall, generates 
a force that is opposed by the buoyancy-assisting force that 
results from the heating of the wall. When the resulting total 
force is negative the velocity component in that region is neg­
ative, and vice versa. Thus, an increase in the buoyancy force 
causes a decrease in the negative streamwise velocity compo-
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nent in-'the recirculation region adjacent to the heated wall, 
and that results in decreasing the reattachment length. As the 
buoyancy force component continues to increase and exceeds 
a critical value, the total force in the streamwise direction 
becomes positive everywhere close to the heated plate, thus 
causing the streamwise velocity component in that region to 
become positive. This positive velocity forces the recirculation 
region to detach from the heated wall and attaches only to the 
adiabatic step, as shown in Fig. 2. Measurements of velocities 
in this region verified these observations. 

The measured and predicted streamwise velocity distribu­
tions u/u0 for the case of a step height of .? = 0.64 cm are 
presented in Fig. 3. The solid lines in the figure represent the 
predicted results and the points that are represented by various 
symbols are the measured values. It is clear from the individual 
figures that the buoyancy effects on the flow characteristics 
in the recirculation region are significant. The numerical pre­
dictions of the velocity distribution agree favorably (within 5 
percent) with measurements. The significant effect of the buoy­
ancy force on the streamwise velocity distribution is better 
illustrated in Fig. 4 where the recirculation region at that lo­
cation is eliminated by increasing the wall temperature. It is 
also interesting to note from the results in Fig. 5, that higher 
free-stream velocities could produce lower streamwise veloc­
ities in the recirculation region close to the heated wall due to 
the resulting decrease in the magnitude of the assisting buoy­
ancy force. 

The measured and predicted temperature distributions for 
the case of a step height of s = 0.64 cm, at three representative 
streamwise locations, are presented in Fig. 6. As can be seen 
from the figure, good agreement exists between the predicted 
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Fig. 6 Dimensionless temperature distributions (s 
tainty in y/s is ± 0.022 and in d ± 0.025 

0.64 cm); uncer-

(solid lines) and the measured values. The temperature gra­
dients at the wall (i.e., the heat transfer rate) is seen to increase 
as the temperature difference increases. The actual difference 
between the measured and predicted temperature was less than 
0.5°C, which is less than 5 percent of the free-stream tem­
perature. The predicted results indicate that the fluid temper­
ature in the recirculation region behind the step (X < Xr) is 
considerably higher than the temperature downstream of the 
reattachment point {X > Xr). This is due to the fact that a 
more active dispersion of the heated layer by the cooler main 
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stream occurs outside and downstream from the recirculation 
region. 

The local Nusselt number, defined in terms of the step height, 
wall temperature gradient, and the temperature difference be­
tween the heated wall and the free stream (T„- T0), is given 
by 

Nus = hs/k = - [(dT/dy)y=0\ s/(Tw-T„) (11) 

This temperature gradient at the wall was deduced from the 
measured temperature distribution, through a cubic spline fit 
of the measured temperatures (four points) near the heated 
wall, and the resulting Nusselt numbers at three streamwise 
locations are compared with predicted results in Fig. 7 for the 
case of a step height of 0.64 cm. It can be seen from the figure 
that the local Nusselt number has a finite nonzero value at the 
edge of the heated plate (X = 0), which is characteristic of an 
adiabatic step in this geometry (Lin et al., 1990). The results 
for the higher buoyancy case (AT = 30°C) reveal the devel­
opment of a different minimum value in the Nusselt number 
distribution, which is caused by the development and growth 
of the secondary recirculation region close to the lower corner 
of the step. A higher buoyancy force, resulting from the in­
crease in wall temperature, increases the magnitude of the 
Nusselt number and moves the location of its peak closer to 
the step. The Nusselt number distribution in the experimental 
geometry (large H/s) does not have the sharp peak that is 
associated with separated flow in ducts having small H/s val­
ues. This is in agreement with the work of Sparrow et al. (1987), 
which shows that the Nusselt number distribution becomes 
flatter as the H/s increases. Results presented in Fig. 2-7 are 
associated only with a step height of s = 0.64 cm. Results for 
the other step heights exhibit similar trends but different mag­
nitudes and, due to space limitations, are not presented in this 
paper. 

The reattachment length was measured from flow visual­
ization for different step heights (0.38 cm, 0.64 cm, 1.0 cm), 
inlet velocities (u„ = 0.37, 0.55, and 0.72 m/s), and temper­
ature differences (AT = 0, 10, 30°C). Flow visualization was 
carried out by using a 15 W collimated white light beam, 2.5 
cm in diameter, with glycerin particles seeding the flow. The 
reported reattachment length measurements represent the av­
erage for the many readings that were taken under a fixed 
condition in order to reduce visualization errors. The uncer­
tainty in these measurements is ±1 mm, which is less than 5 
percent of the smallest measured reattachment length. An ef­
fort is made in this study to modify the existing empirical 

correlation for the reattachment length in laminar forced con­
vection flow, as given by Goldstein et al. (1970), to reflect also 
the influence of step height and buoyancy parameter. The 
developed empirical correlation should be viewed as applicable 
only to the range of parameters covered in this experiment, 
and is given by 

Xr = (2.24 + 0.022Res)exp[ • ^ ( G r / R e ^ / x ) , - 0 - 1 8 6 ] (12) 

where xs is the adiabatic inlet length upstream of the step, 
which for this experiment was fixed at a value of 30.48 cm. 
This length, which influences the boundary layer thickness at 
the edge of the step, was used to express the relation in di-
mensionless form. Equation (12) is presented along with the 
measured values in Fig. 8, and it predicts favorably the meas­
ured reattachment length to within 7 percent for low buoyancy 
levels. The measured values, however, start to deviate from 
the correlation equation at high buoyancy levels, i.e., when 
Xr < 3.5. This deviation is due to the fact that secondary 
recirculation region starts to develop and grow at the corner 
of the step as the buoyancy level increases, casing the reat­
tachment length behavior to change. 

Predicted reattachment length, Xn and the length where the 
maximum local Nusselt number occurs, X,„ decrease as the 
buoyancy level increases. The peak Nusselt number occurs 
downstream of the reattachment length (i.e., X„>Xr) and the 
spacing (X„-Xr) increases slowly as the buoyancy level in­
creases. Similar behavior was reported by Lin et al. (1990) for 
buoyancy-affected separated flow behind a backward-facing 
step in a duct. 

Conclusion 
Measurements of velocity and temperature distributions are 

reported for buoyancy-assisting laminar mixed convection 
boundary layer flow adjacent to a two-dimensional, heated 
(uniform wall temperature) vertical backward-facing step. Heat 
transfer (Nusselt number) and reattachment length behaviors 
as a function of the buoyancy level were deduced from these 
measurements. Predicted results agree favorably (within 5 per­
cent) with measured values and show the significant influence 
of the buoyancy force on the flow and heat transfer charac­
teristics in the recirculation region behind the step. An increase 
in the buoyancy force causes a decrease in the size of the 
recirculation region behind the step and a decrease in the reat­
tachment length. The local Nusselt number increases and the 
location of its maximum value moves closer to the step as the 
buoyancy force increases. The location of the maximum Nus-
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selt number, X„, and the reattachment length, Xn decreases 
as the buoyancy force increases. 

Acknowledgments 
The present study was supported in part by the National 

Science Foundation under the grant No. NSF CTS-8923010. 

References 
Armaly, B. F., Durst, F., Pereira, J. C. F., and Schonung, B., 1983, "Ex­

perimental and Theoretical Investigation of Backward-Facing Step Flow," Jour­
nal of Fluid Mech., Vol. 127, pp. 473-496. 

Aung, W., 1983a, "Separated Forced Convection," Proceedings of the ASME/ 
JSME Thermal Engineering Joint Conference, Vol. 2, pp. 499-515. 

Aung, W., 1983b, "An Experimental Study of Laminar Heat Transfer Down­
stream of Backstep," ASME JOURNAL OF HEAT TRANSFER, Vol. 105, pp. 823-
829. 

Aung.W., Baron, A., andTsou, F. K., 1985, "Wall Independency and Effect 
of Initial Shear-Layer Thickness in Separated Flow and Heat Transfer," Inter­
national Journal of Heat and Mass Transfer, Vol. 28, pp. 1757-1771. 

Braaten, M. E., and Patankar, S. V., 1985, "Analysis of Laminar Mixed 
Convection in Shrouded Arrays of Heated Rectangular Blocks," International 
Journal of Heat and Mass Transfer, Vol. 28, pp. 1699-1709. 

Eaton, J. K., and Johnson, J. P., 1981, "A Review of Research on Subsonic 
Turbulent Flow Reattachment," AIAA Journal, Vol. 10, pp. 1093-1100. 

Goldstein, R. J., Eriksen, V. L., Olson, R. M., and Eckert, E. R. G., 1970, 
"Laminar Separation, Reattachment, and Transition of the Flow Over a Down­
stream-Facing Step," ASME Journal of Basic Engineering, Vol. 92, pp. 732-
741. 

Lin, J. T., Armaly, B. F., and Chen, T. S., 1990, "Mixed Convection in 
Buoyancy-Assisting Vertical Backward-Facing Step Flows," International Jour­
nal of Heat and Mass Transfer, Vol. 33, No. 10, pp. 2121-2132. 

Patankar, S. V., 1980, Numerical Heat Transfer and Fluid Flow, Hemisphere 
Publishing Co., Washington, DC. 

Ramachandran, N., Armaly, B. F., and Chen, T. S., 1985, "Measurements 
and Predictions of Laminar Mixed Convection Flow Adjacent to a Vertical 
Surface," ASME JOURNAL OF HEAT TRANSFER, Vol. 107, pp. 636-641. 

Simpson, R. L., 1981, "A Review of Some Phenomena in Turbulent Flow 
Separation," ASME Journal of Fluids Engineering, Vol. 103, pp. 520-530. 

Sparrow, E. M., and Chuck, W, 1987, "PC Solutions for Heat Transfer and 
Fluid Flow Downstream of an Abrupt, Asymmetric Enlargement in a Channel," 
Numerical Heat Transfer, Vol. 12, pp. 19-40. 

Sparrow, E. M., Kang, S. S., and Chuck, W., 1987, "Relation Between the 
Points of Flow Reattachment and Maximum Heat Transfer For Regions of Flow 
Separation," International Journal of Heat and Mass Transfer, Vol. 30, pp. 
1237-1246. 

Vogel, J. C , and Eaton, J. K., 1985, "Combined Heat Transfer and Fluid 
Dynamic Measurements Downstream of a Backward-Facing Step," ASME 
JOURNAL OF HEAT TRANSFER, Vol. 107, pp. 922-929. 

408/Vol . 115, MAY 1993 Transactions of the ASME 

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



U. 0. Koylu 
Graduate Student Research Assistant. 

G. M. Faeth 
Professor. 

Fellow ASME 

Department of Aerospace Engineering, 
The University of Michigan, 
Ann Arbor, Ml 48109-2140 

Radiative Properties of 
Flame-Generated Soot 
Approximate methods for estimating the optical properties of flame-generated soot 
aggregates were evaluated using existing computer simulations and measurements 
in the visible and near-infrared portions of the spectrum. The following approximate 
methods were evaluated for both individual aggregates and polydisperse aggregate 
populations: the Rayleigh scattering approximation, Mie scattering for an equivalent 
sphere, and Rayleigh-Debye-Gans (R-D-G) scattering for both given and fractal 
aggregates. Results of computer simulations involved both prescribed aggregate 
geometry and numerically generated aggregates by cluster-cluster aggregation; mul­
tiple scattering was considered exactly, considered using the mean-field approxi­
mation, and ignored using the R-D-G approximation. Measurements involved the 
angular scattering properties of soot in the post flame regions of both premixed and 
nonpremixed flames. The results show that available computer simulations and 
measurements of soot aggregate optical properties are not adequate to provide a 
definitive evaluation of the approximate prediction methods. The simulations involve 
either exact solutions for small aggregates where effects of multiple scattering are 
small, or approximate solutions of uncertain accuracy for the large aggregates of 
interest for practical flames. The measurements are limited to conditions where soot 
aggregate structure is not known, and for relatively large scattering angles where 
the various approximations yield similar results. Within these limitations (for ag­
gregates larger than the Rayleigh scattering regime) the approximate theories per­
formed as follows: Rayleigh scattering generally understimated scattering, Mie 
scattering for an equivalent sphere yielded unreliable results, while basic and fractal 
aggregate R-D-G scattering yielded best results for given and fractal aggregates, 
respectively. However, existing simulations suggest significant effects of multiple 
scattering for soot aggregates (except near soot inception conditions) that are not 
included in R-D-G scattering so that improved approximate optical theories for 
soot aggregates should be sought. 

Introduction 
Most practical hydrocarbon-fueled flames contain and emit 

soot. This has important implications concerning their radia­
tion and pollutant emission properties: Continuum radiation 
from soot generally is much stronger than radiation from in­
frared gas bands for flames (Tien and Lee, 1982; Viskanta and 
Menguc, 1987; Gore and Faeth, 1986, 1988); and the emission 
of carbon monoxide from buoyant turbulent diffusion flames 
is correlated strongly with the emission of soot (roughly 0.37 
kg CO per kg of soot emitted) (Koylii and Faeth, 1991). These 
observations motivate interest in the optical properties of flame-
generated soot both to estimate the continuum radiation prop­
erties of flames and to develop nonintrusive laser-based meth­
ods for measuring soot properties within flames. 

Early work concerning the optical and radiative properties 
of soot in flames is reviewed by Tien and Lee (1982) and 
Viskanta and Menguc (1987). It was generally agreed that soot 
particles were small enough so that their optical properties 
could be obtained based on the small-particle Rayleigh scat­
tering limit for wavelengths in the visible of interest for laser 
scattering measurements (X> 488 nm). Thus, numerous studies 
of the properties of soot in flames have exploited the Rayleigh 
scattering approximation; see Gore and Faeth (1986, 1988), 
Koylii and Faeth (1991), Sivathanu and Faeth.(1990), Tien and 
Lee (1982), and references cited therein. Nevertheless, even 
early measurements, involving sampling and analysis using 
transmission electron microscopy (TEM), showed that soot in 
the fuel-lean (overfire) region of diffusion flames involved 
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large aggregates of small primary soot particles, suggesting 
that their optical properties differed, from the Rayleigh scat­
tering limit (Dalzell et al.( 1970; Erickson et al., 1964; Mag-
nussen, 1974; Martin and Hurd, 1987; Medalia and Heckman, 
1969; Wersborg et al., 1973). Furthermore, Dalzell et al. (1970) 
found that approximating soot aggregates as equivalent spher­
ical Mie scattering particles (having the same volume), in order 
to avoid the small particle approximation of Rayleigh scat­
tering theory, was not very promising either. 

More recently, Dobbins and Megaridis (1987) developed a 
thermophoretic sampling probe that provided a means of sam­
pling soot aggregates from flames environments for subsequent 
analysis using TEM. This approach has been applied to laminar 
ethylene/air flames (Megaridis and Dobbins, 1989, 1990; Sam­
son et al., 1987) and the fuel-lean (overfire) region of turbulent 
flames for various hydrocarbon fuels burning in air (Koylii 
and Faeth, 1992). These measurements showed that flame-
generated soot ranged from small aggregates (dimensions on 
the order of 10 nm) observable near the start of soot formation 
at fuel-rich conditions in laminar flames, to large aggregates 
(dimensions on the order of 1 ^m) emitted from turbulent 
flames — the latter clearly being too large for application of 
the Rayleigh scattering approximation. A useful property of 
soot aggregates, however, is that they approximate mass frac­
tals (Koylii and Faeth, 1992; Jullien and Botet, 1987; Megaridis 
and Dobbins, 1989,1990; Samson etal., 1987). Thus, Dobbins 
and Megaridis (1992) formalized an optical theory for poly­
disperse fractal soot aggregates, based on earlier work in the 
carbon black literature using the Rayleigh-Debye-Gans 
(R-D-G) scattering approximation (Jullien and Botet, 1987; 
Martin and Hurd, 1987). This approach yielded reasonably 
good predictions of soot aggregate optical properties found 
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by Mountain and Mulholland (1988) from computations based 
on R-D-G scattering theory for computer-simulated aggre­
gates. Subsequently, fractal aggregate optical theory was ap­
plied to interpret laser scattering measurements from the fuel-
rich region of laminar ethylene/air flames, yielding reasonable 
results (Dobbins et al., 1990); and to estimate the laser ex­
tinction properties of aggregates in the fuel-lean region of 
turbulent flames, finding extinction cross sections as much as 
100 percent larger than Rayleigh scattering estimates for heav­
ily sooting fuels (Koylii and Faeth, 1992). Nevertheless, the 
fractal aggregate optical theory has not been experimentally 
evaluated as yet. 

Use of the R-D-G scattering approximation implies that the 
refractive index of the scattering medium is near unity and 
that effects of multiple scattering within each aggregate are 
small (Bohren and Huffman, 1983; Kerker, 1969). These ap­
proximations are questionable for soot aggregates due to the 
relatively large refractive index of soot, while recent compu­
tational studies suggest significant effects of multiple scattering 
for soot aggregates (Berry and Percival, 1986; Borghese ef al., 
1984; Chen et al., 1988, 1990, 1991; Iskander et al., 1989; 
Nelson, 1989a, 1989b). Thus, no approximate theory—Ray­
leigh scattering, Mie scattering for an equivalent sphere, basic 
R-D-G scattering (for a given aggregate) and fractal aggregate 
R-D-G scattering (for a fractal aggregate)—has been estab­
lished as a reliable method for estimating soot aggregate optical 
properties over the range of interest for practical flames. Thus, 
the objective of the present investigation was to evaluate the 
predictions of these various approximations using available 
computational and experimental results for soot aggregates in 
the literature. 

The paper begins with a summary of the measured structure 
of flame-generated soot aggregates and a discussion of existing 
methods for computing soot aggregate optical properties. Ap­
proximate predications are then evaluated, considering com­
putational and experimental results, in turn. 

Soot Aggregate Structure 
Numerous TEM photographs of soot aggregates for various 

flame conditions have appeared in the literature (Dalzell et al., 
1970; Dobbins and Megaridis, 1987; Koylii and Faeth, 1992; 
Medalia and Heckman, 1969; Nelson, 1989b; Samson et al., 
1987; Wersborg et al., 1973). They show that soot consists of 
spherical primary particles having nearly constant diameters 
(generally less than 60 nm) that are aggregated into branched 
structures having a large range of primary particles per ag­
gregate. A number of experimental studies have shown that 
flame-generated soot aggregates exhibit mass fractal-like be­
havior with a Hausdorf or fractal dimension, Df < 2, even 
when the number of primary particles in an aggregate is small 
(Jullien and Botet, 1987; Megaridis and Dobbins, 1989, 1990; 
Koylii and Faeth, 1992; Samson et al., 1987). The fractal di­
mension has important implications for soot optical properties 
because the scattering per primary particle continues to grow 
as the size of the aggregate increases if Df> 2 but reaches a 
constant saturated value if Dj<2 (Berry and Percival, 1986; 
Dobbins and Megaridis, 1992; Nelson, 1989b). 

Recent measurements of soot aggregate properties in flame 
environments, largely using TEM, include the findings of Dob­
bins and co-workers in the fuel-rich region of laminar ethylene/ 
air flames (Dobbins and Megaridis, 1987; Megaridis and Dob­
bins, 1990; Dobbins et al., 1990), and the results of Koylii and 
Faeth (1992) in the overfire region of turbulent flames at long 
residence times where soot structure is independent of position 
and residence time. These results show that primary particle 
diameters are nearly monodisperse and are less than 51 nm, 
yielding size parameters, x, < 0.300 for X > 500 nm, so that 
it is reasonable to assume they behave like Rayleigh scatterers, 
i.e., total scattering and absorption cross sections are within 
1 and 5 percent, respectively, of estimates based on the Rayleigh 
scattering approximation for in = 1.57 + 0.56/, which is a 
typical value for soot (Dalzell et al., 1970). Soot aggregates 
are small near the soot inception point but they aggregate 
rapidly to reach N in the range 200-600 in the overfire region, 
with broad (log normal) size distribution functions (e.g., 30-
1800 primary particles per aggregate). Fractal dimensions are 
generally in the range 1.7-1.8, even for small aggregates (Me­
garidis and Dobbins, 1990; Koylii and Faeth, 1992). 

N o m e n c l a t u r e 

C = optical cross section 
dp = primary particle diame­

ter 
de = equivalent sphere diame­

ter 
Df = mass fractal dimension 

D3o = volume-averaged equiva­
lent aggregate diameter 

E(m) 

f(k,e,Re) 

L 
FAB) 

F(m) 

8(k, Re) 

i 
k 

kf 

= refractive index func­
tion, Eq. (6) 

= aggregate form factor, 
Eq. (13) 

= moment ratio = 
N2/(Nf 

= differential scattering 
enhancement factor, Eq. 
(27) 

= refractive index func­
tion, Eq. (7) 

= aggregate scattering fac­
tor, Eq. (13) 

= (-D1/2 

= wave number = 2ir/X 
= fractal prefactor, Eq. 

(24) 

m = refractive index of soot 
= n +KI 

n - real part of refractive 
index of soot 

N = number of primary par­
ticles in an aggregate 

P(N) = probability density func­
tion of aggregate size 

q = modulus of scattering 
vector, Eq. (17) 

/•/ = distance of each primary 
particle from the center 
of mass of the aggregate 

Rg = radius of gyration of an 
aggregate 

Rge = radius of gyration of an 
equivalent sphere 

w = aggregate size parame­
ter, Eq. (16) 

xa = effective aggregate size 
parameter = 2irRg/\ 

Xi = primary size parameter 
of particle / = irdpi/\ 

e = dielectric constant, m2 

6 = angle of scattering from 
forward direction 

K = 

X = 

Psa = 

Subscripts 
a = 
d = 
e = 

hh, vv = 

PP = 
s = 

Superscripts 
a = 
P = 

( ~ ) = 

imaginary part of re­
fractive index of soot 
wavelength of radiation 
ratio of scattering to ab­
sorption cross section of 
an aggregate 

absorption 
differential 
extinction 
scattering for horizon­
tally (vertically) polar­
ized incident and 
scattering directions 
either hh or vv 
total scattering 

aggregate property 
primary particle prop­
erty 
mean value over a poly-
disperse aggregate popu­
lation 
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Table 1 Existing computations of soot aggregate optical properties 

Aggregate Multiple 
Structure Scattering 

Iskander et al. 0989): 

Prescribed Exact3 

Ku and Shim (1992a.b): 

Prescribed Exact3 

Chenetal. (1990. 1991): 

Simulated Exact3 

Nelson (1989a.b): 

Simulated Exact3 

Simulated Mean Field 

Prescribed PDF Mean Vector 
Field 

Betrv and Percival (1986): 

Prescribed PDF Mean Scalar 
Field 

Prescribed PDF Mean Vector 
Field 

Mountain and Mulholland (19881: 

Simulated Rayleigh-
Debye-Gans 

m 

1.33+0.1 li 
1.75+0.29i 

1.38+0.275i 
1.7+0. li 
1.33 

1.33+O.lli 
1.75+0.29i 

1.75+0.5i 

1.75+0.5i 

1.75+0.5i 

... 

... 

... 

Xi 

0.013,0.25 

0.01-0.15 

0.013,0.25 

0.05,0.25 

0.05,0.25 

0.05,0.25 

0.111 

0.111 

0.065-0.25 

maximum N 

125 

136 

372 

50 

50 (vector), 
256 (scalar) 

4000 

106 

106 

687 

3Exact implies touching spherical constant diameter primary particles, having uniform 
refractive indices and individually satisfying the Rayleigh scattering approximation, 
accounting for multiple scattering up to second order. 

Scattering Predictions 

Fundamental Methods. A variety of methods have been 
used for fundamental predictions of soot aggregate optical 
properties, as summarized in Table 1. Three approaches have 
been used with respect to aggregate structure, all limited to 
round primary particles having constant diameters that touch 
one another: (1) prescribed arrays of primary particles, (2) 
computer simulations to construct aggregates from an array 
of individual primary particles, and (3) prescribed probability 
density functions (PDF) of the separation distances of ran­
domly chosen pairs of primary particles for fractal aggregates. 
Prescribed aggregates include straight chains, clusters, 
branched clusters, strips, etc.; see Iskander et al. (1989), Ku 
and Shim (1992a, 1992b), and Kumar and Tien (1989) for 
examples. Computer simulations involve random walk cal­
culations where colliding particles stick together; models in­
volving cluster-cluster aggregation yield aggregates most like 
flame-generated soot (Mountain and Mulholland, 1988; Nel­
son, 1989a, 1989b). Finally, PDF approximations of particle/ 
pair correlations simplify calculations of aggregate orientation 
effects; they are found from either structure measurements or 
simulations (Berry and Percival, 1986; Nelson, 1989a, 1989b). 

Borghese et al. (1984, 1987) describe an exact solution for 
the optical properties of clusters of spheres; however, the ap­
proach requires extensive computations and has only been 
applied to small clusters, N = 20, of nonabsorbing spheres, 
with questionable accuracy due to truncation of series. Thus, 
existing fundamental computations are limited to small pri­
mary particles, individually satisfying the Rayleigh scattering 
approximation, while only accounting for multiple scattering 
to second order. The general formulation is similar to Jones 
(1979a, 1979b), after correction for the proper sign of the 

imaginary part of the refractive index of soot as pointed out 
by Kumar and Tien (1989), and to include a self-interaction 
term needed to satisfy the optical theorem, as pointed out by 
Ku (1991). The Iskander-Chen-Penner (I-C-P) approach of 
Iskander et al. 1989) is the most accurate and has also been 
used by Ku and Shim (1992a, 1992b), Chen et al. (1990, 1991), 
and Nelson (1989a, 1989b). The bulk of the results of Nelson 
(1989a, 1989b) and Berry and Percival (1986), however, involve 
use of the mean field approximation (considering both scalar 
and vector wave fields), which implies that the internal field 
of all primary particles is the same. Finally, Mountain and 
Mulholland (1988) adopt the R-D-G approximation, where 
multiple- and self-scattering are ignored and the electrical field 
of each primary particle is the same as the incident field. Berry 
and Percival (1986) evaluate the adequacy of R-D-G theory 
for fractal aggregates, using mean-field theory, and argue that 
effects of multiple scattering are negligible for D/ < 2 when: 

N«xfDf (1) 

or if this criterion is not satisfied, when 

x,« 
lf-112'~£ ,/(£) /-(Z? /-H)f 

3(Z3/-1)(2-Z3/) 

• /(£>/-3) 

(2) 

The first condition is rarely satisfied for soot aggregates, while 
the second requires AT,- « 0.15, which is not satisfied for a very 
wide range of conditions for soot aggregates—particularly in 
the visible portion of the spectrum use for optical measure­
ments of soot structure. Thus, results based on R-D-G scat­
tering do not serve as a reliable basis for judging more 
approximate methods. 

Approximate Methods. A variety of approximate methods 
have been proposed to treat soot aggregate optical properties: 
Rayleigh scattering, Mie scattering for an equivalent sphere, 
and R-D-G scattering for both particular aggregates and pop­
ulations of fractal aggregates. The Rayleigh scattering ap­
proximation only rigorously applies for individual particles 
and Xj« 1. Within this regime, expressions for the absorption, 
total scattering, and vertical (horizontal) polarized incident and 
scattering cross sections of individual primary particles are as 
follows (Bohren and Hoffman, 1983; Kerker, 1969; Van de 
Hulst, 1981): 

Cp
a = A-KX'iE(m)/k1 (3) 

C?=87TJcfF(w)/(3^) (4) 

C"v„ = Cp
hh/cos2d = xfFimyk2 (5) 

where 8 is the scattering angle from the forward-scattering 
direction, while CP = Cp + Cp « Cp and 

E(m)=-Im((e-l)/(e + 2)) (6) 

F(m)= l (e - l ) / (e + 2)l2 (7) 

Then applying the Rayleigh scattering approximation to an 
aggregate, assuming that the individual primary particles act 
independently and that all particles have the same diameter 
and refractive indices, yields: 

ca=Ncp, ca
s=N<ys, ca

pp(d)=Ncp
p(d) (8) 

where pp denotes either vv or hh polarizations. At these con­
ditions, it is easily shown that extinction is proportional to the 
volume fraction of soot (Tien and Lee, 1982; Viskanta and 
Menguc, 1987), a property that has been widely used to measure 
soot concentrations in flame environments. 

Another widely used approximation is to assume that the 
optical properties of aggregates can be found from Mie scat­
tering calculations for a single sphere having the same volume 
as the aggregates. For monodisperse primary particles, the 
effective diameter of the equivalent sphere becomes: 

dJdn = N1' (9) 
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Various modifications of this approach exist, involving cor­
rections of the Mie scattering results for various assumed ag­
gregate geometries, or use of corrected refractive indices under 
the porous sphere or Maxwell-Garnett approximations; see 
Dobbins and Megaridis (1992), Ku and Shim (1992b), Kumar 
and Tien (1989), and references cited therein. This approach 
is appealing due to the availability of efficient algorithms to 
compute Mie scattering functions (Bohren and Huffman, 1983). 

More realistic approximations of soot aggregate optical 
properties seek to account directly for closely spaced primary 
particles in aggregates. If the aggregates involve small primary 
particles with negligible multiple scattering and self interaction 
(R-D-G scattering), and if the aggregates are small enough so 
that the phase differences of scattered radiation from various 
primary particles are small as well, the aggregate cross sections 
become (Bohren and Hoffman, 1983): 

Ca
a = NCp, C"S = N2CP, Cpp(.e) = N2Cp

pp(d) (10) 

For this approximation, absorption is the same as for inde­
pendently scattering particles; however, total scattering from 
an aggregate is iV times larger than scattering from an aggregate 
at the Rayleigh limit (compare Eqs. (8) and (10)). This implies 
enhanced extinction from scattering when N is large, which 
causes overestimation of soot volume fractions from extinction 
measurements interpreted using Rayleigh scattering theory. 
However, the approximations leading to Eqs. (10) are rarely 
satisfied by soot aggregates in flames, so alternative behavior 
is expected. In particular, Eqs. (10) indicate that the ratio of 
scattering-to-absorption cross sections, psa = Ca

s/Ca = N 
(CP/CP), increases without bound as N increases, rather than 
saturating at large N for Df < 2 as found from more exact 
methods (Berry and Percival, 1968; Nelson, 1989a, 1989d). 

A further improvement of approximate theories can be ob­
tained by applying correction factors for the phase and multiple 
scattering effects of real aggregates to the expressions for cross 
sections of Eqs. (10). Methods reported thus far have been 
based on R-D-G scattering, yielding (Jullien and Botet, 1987; 
Martin and Hurd, 1987): 

Ca
a = NCa (11) 

Ca
s=N2Cpg(k,Rg) (12) 

C%m = N2Cp
p(6)f(k, 0, Rg) (13) 

where the form factor, f(k, 6, Rg)—1 as 0—0, which follows 
from R-D-G theory, and Rg is the radius of gyration of the 
aggregate. Assuming monodisperse primary particle diameters 
as before, Rg can be found from: 

N 

R2
g=J]rj/N (14) 

; = i 

where r,- is the distance of the center of each primary particle 
from the center of mass of the aggregate. Debye derived an 
expression for the form factor of aggregates of any shape and 
size, as follows (Kerker, 1969): 

f(w) = 2(exp(-w)+w-l)/w2 (15) 

where w is an aggregate size parameter 

w = q2R2
g (16) 

and q is the modulus of the scattering vector 

<? = 2A:sin(0/2) (17) 

Equation (15) implies/(w)— 1 - w/3 for small angles (small w) 
and/(ve)—2/w for large angles (large w). Applying the same 
approach to mass fractal aggregates then yields (Jullien and 
Botet, 1987; Martin and Hurd, 1987): 

/ ( w ) = l - w / 3 , w « l (18) 

f(w)~w-Df/2,w»l (19) 

Equation (18) properly yields Cpp (6)~N2CP
PP (0) as w ~ 0 - O 

while Eq. (19) provides a means of finding £>/for mass fractals 
from scattering measurements if the range of w where this 
behavior is observed is large enough (Martin and Hurd, 1987). 
Another variant of this approach for fractal aggregates has 
been developed by Kuman and Tien (1989). 

More recently, Dobbins and Megaridis (1992) applied 
R-D-G scattering to polydisperse aggregates, each consisting 
of primary particles having the same diameter and refractive 
index and individually in the Rayleigh scattering regime. Upon 
matching predictions at the Rayleigh scattering limit for small 
aggregates, and the R-D-G scattering computations for sim­
ulated aggregates from Mountain and Mulholland (1988) for 
large aggregates, they find: 

g(k, Rg) = (1 + 4AzRj/(3Z>/))-
fl/2 (20) 

/(w) = exp(-w/3) , w<1.5Df (21) 

f(w) = (3D/(2w exp(l)))fl/2, w>1.5Df (22) 

where w = q2R^. Computations of fiyv) for a given w from 
Eqs. (21) and (22) are essentially identical to Eqs. (18) and 
(19). Based on the fundamental scattering behavior of Eq. 
(10), Dobbins and Megaridis (1992) recommend finding the 
mean square radius of gyration of the polydisperse population 
of aggregates as follows: 

R2
g=\ N2R2

g(N)P(N)dN/ \ N2P(N)dN (23) 

where Rl(N) is an average over all aggregates of size N in the 
population. Finally, Rg and TV for particular aggregates are 
related through the following equation for fractal aggregates 
(Samson et al., 1987; Jullien and Botet, 1987): 

N=kjiRg/dp)
Df (24) 

Values of the prefactor k/in Eq. (24) are in the range 5.8-9.4; 
see the discussions of Megaridis and Dobbins (1990) and Koylii 
and Faeth (1992). The mean ratio of the scattering-to-absorp­
tion cross sections for this formulation is 

psa =^F(m)/3E(m))xj'Nfn(l + 4k2R2
g/(.3D/)y

Df/2 (25) 

where/,, = N2/(N)2 is the moment ratio for the aggregate size 
distribution. The moment ratio is in the range 2-4 for soot 
aggregates, being largest when aggregates are large, i.e., the 
overfire region of strongly sooting fuels (Koylii and Faeth, 
1992). Equation (25) correctly represents the fact that R-D-
G scattering from fractal aggregates saturates when TV is large 
for Df<2, rather than continuing to increase according to Eq. 
(10); see Berry and Percival (1986) and Nelson (1989a, 1989b). 
For example, if the aggregates are assumed to be large and 
monodisperse, relating N and R\ through Eq. (24) in Eq. (25), 
yields the following limiting behavior at large N: 

psa = (2F(m)/3(E(m))x]kj(3D/(16xt))D-f2, N» 1 (26) 

which implies that psa clearly is independent of N at large N. 
In spite of this correct trend, however, the fractal aggregate 
optical theory is based on the R-D-G scattering approxima­
tion, which is questionable for soot aggregates as discussed 
earlier. Thus, the value of the approximate theories rests on 
their capabilities to match behavior predicted by more exact 
methods and measurements, which will be taken up next. 

Results and Discussion 

Prescribed Aggregates. The approximate aggregate optical 
property theories will be evaluated considering theoretical re­
sults for prescribed and simulated aggregates, and measure­
ments in flame environments, in turn. Figure 1 is an illustration 
of the differential scattering enhancement factor, 

FM = CW)/(NCpM) (27) 

where 
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Fig. 1 Differential scattering enhancement factors as a function of Fig. 2 Angular scattering pattern of a straight chain aggregate: con-
scattering angle: conditions of Kumar and Tien (1989) ditions of Ku and Shim (1992b) 

C'S) = (P'jfi) + c;,»(0))/2, i = aorp (28) 

plotted as a function of 6 for a prescribed fractal cluster con­
sidered by Kumar and Tien (1989). These results have been 
made specific to allow comparisons between a variety of ap­
proximate predictions for aggregate optical properties: TV = 
100, dp = 40 nm, X = 1257 nm, m = 2 + i, Df = 1.78, and 
kf = 6.5. In addition to the predictions of Kumar and Tien 
(1989), the following approximate predictions are shown: Mie 
scattering for an equivalent sphere, basic R-D-G theory from 
Eq. (15), and fractal aggregate R-D-G theory based on Eqs. 
(18) and (19) (or equivalently, Eqs. (21) and (22)). The scalar-
wave predictions of Berry and Percival (1986) can be applied 
to these results and are shown on the figure as well. The two 
R-D-G theories and the results of Berry and Percival (1986) 
yield the correct result (under the R-D-G approximation) that 
FJfi)-~N = 100 as 9—0 while the prediction of Kumar and 
Tien (1989) is low and the Mie scattering approach is high. 
Use of Mie scattering for an equivalent sphere overestimates 
scattering at all angles and is not very satisfactory. There is 
little to choose between results for the approximate R-D-G 
theories; nevertheless, the Kumar and Tien (1989) approach 
will not be considered subsequently because it offers no par­
ticular advantages, is less satisfactory for 9—0, is less widely 
used, and is more complex to compute than the basic and 
fractal aggregate R-D-G methods. 

Figure 2 is an illustration of angular scattering patterns for 
a small straight chain aggregate, TV = 16, from the results of 
Ku and Shim (1992b) using the I-C-P method. For these con­
ditions, an effective size parameter for the aggregate, xa = 
2irRg/\, is 0.92 and some departures from Rayleigh scattering 
behavior (Ca

m (0)/(C™(O deg) = 1 and C%, (S)/Ca
m (0 deg) = 

cos20) are anticipated. Departures are observed due to the 
significant reduction of Cm (8)/C"m (0 deg) from unity as 6 
increases and the finite values of C%h(d)/Cm (0 deg) near 6 = 
90 deg. Ku and Shim (1992b) show that Mie scattering from 
an equivalent sphere yields poor results for these conditions; 
thus only the basic R-D-G approach (the object is not a mass 
fractal) is illustrated. The approximate predictions are rea­
sonably good except for hh scattering near 6 = 90 deg—this 
is always the case for R-D-G estimates of hh scattering near 
90 deg for aggregates larger than the Rayleigh scattering re­
gime. Nevertheless, this deficiency of R-D-G scattering does 

a. a 
O 

0.5 

0.0 

Df = 1.8, dp = 40 nm 
n*5<.?$'*i&Ssik X = 500nm 

SOURCE/ 
PREDICTION 
NELSON (1989 
CHEN et a). (1990) 
MIE (EQUIVALENT 
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BERRY a PERCIVAL 
(1986) AND 
FRACTAL R-D-G 

• • • ' 

10 10 10' 

N 

10 

Fig. 3 Absorption enhancement factors as a function of aggregate size: 
conditions of Nelson (1989a), m = 1.75 + 0.5/except for Chen et al. 
(1990) where m = 1.33 + 0.11/ 

not have a large effect on total scattering properties because 
the discrepancy only occurs over a narrow range of angles. 
Finally, the small size and straight chain configuration is not 
very typical of soot aggregates and is a particularly adverse 
geometry for R-D-G theory. More realistic results can be 
obtained with the larger simulated aggregates that are consid­
ered next. 

Simulated Aggregates. Figure 3 is an illustration of the 
absorption properties of fractal aggregates for conditions con­
sidered by Nelson (1989a). Predictions shown on the figure 
include I-C-P results from Chen et al. (1990), mean-scalar 
field results from Nelson (1989a) and Berry and Percival (1986), 
Mie scattering for an equivalent sphere, and fractal aggregate 
R-D-G theory. The computations of Chen et al. (1990) involve 
smaller refractive indices, m = 1.33 + O.lli, than the other 
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Fig. 4 Differential scattering enhancement factors as a function of 
scattering angle: conditions of Nelson (1989a) 

results on the figure where m = 1.75 + 0.5/. The results of 
Berry and Percival(1986) are consistent with R-D-G estimates 
of Eq. (11), which implies that Ca/{NCP) = 1 at all N, due to 
their selection of the particle-pair separation distance PDF. 
Nelson (1989a) criticizes their PDF and develops improved 
mean-scalar field predictions based on a PDF method matched 
to exact predictions for small aggregates. The mean-scalar-
field predictions of Nelson (1989a) yield aggregate absorption 
roughly 5 percent greater than R-D-G estimates for N > 5 , 
suggesting significant effects of multiple scattering. The I-C-
P results of Chen et al. (1990) are not very smooth because 
only one simulated aggregate was considered at each value of 
N, which is not sufficient for statistically significant results. 
Nevertheless, the I-C-P predictions exhibit absorption values 
15-20 percent larger than R-D-G for N> 10, while absorption 
would be even larger if the m used for these calculations was 
the same as the rest; see Chen et al. (1990). This effect is due 
to the departure of the aggregates from R-D-G behavior be­
cause the refractive indices are relatively large. The enhanced 
absorption for I-C-P predictions in Fig. 3 is comparable to 
enhanced scattering, raising questions about whether effects 
of multiple scattering can be ignored for soot aggregates. Fi­
nally, the equivalent sphere results overestimate absorption for 
small aggregates, iV<100, and underestimate absorption for 
large aggregates, N > 300, because a compact spherical struc­
ture is not realistic for fractal aggregates with Dj< 2. 

Figure 4 is an illustration of differential scattering enhance­
ment factors for conditions considered by Nelson (1989a). 
Results shown on the figure include mean scalar field theory 
from Nelson (1989a) and Berry and Percival (1986), Mie scat­
tering for an equivalent sphere, and basic and fractal aggregate 
R-D-G theory. The differences between the two sets of mean-
scalar field predictions are due to problems with the PDF for 
primary pair separation distances chosen by Berry and Percival 
(1986) mentioned earlier: The Nelson (1989a) predictions are 
felt to be the most accurate solution illustrated in Fig. 4, be­
cause they have been matched to more exact methods and 
account for the modified field within primary particles. At 
small 0, approximate R-D-G based theories yield differential 
enhancement factors that approach TV as expected. The mean-
scalar field result of Nelson (1989a) is much lower at this 
condition, which implies significant effects of multiple scat­
tering for aggregates that are typical of those found in flames. 
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Fig. 5 Scattering enhancement factors as a function of aggregate size: 
conditions of Nelson (1989a), m = 1.75 + 0.5/except for Chen et al. 
(1990) where m = 1.33 + 0.11/ 

Predictions of the fractal aggregate theory are reasonably good 
at larger angles, while results from basic R-D-G theory indicate 
slightly larger values of scattering in the same region. These 
results also raise questions about the use of fractal aggregate 
R-D-G theory to estimate soot structure from differential 
scattering measurements. The Mie scattering predictions for 
an equivalent sphere are the worst of the approximate theories; 
unfortunately, the errors of this approach are particularly large 
for 6 near 45 deg, which is often used for soot structure meas­
urements. 

Total scattering enhancement factors for aggregates, 
C"/(7VCf), are plotted as a function of TV in Fig. 5 for the 
conditions considered by Nelson (1989a), which are typical of 
laser scattering measurements of soot concentrations. Fun­
damental predictions shown on the plot include the I-C-P 
results of Chen et al. (1990) and the mean-scalar-field results 
of Nelson (1989a) and Berry and Percival (1986); approximate 
theories include Mie scattering for an equivalent sphere, and 
basic and fractal aggregate R-D-G theory (both using Eq. (24) 
to relate TV and Rg). Similar to Fig. 3, the computations involve 
m = 1.75 + 0.5/ except for the I-C-P results of Chen et al. 
(1990) where m = 1.33 + 0.11/. The I-C-P results are fun­
damentally the most accurate but they are not smooth due to 
the limited number of aggregates considered; notably, these 
results do not suggest approach to a saturated condition at 
large TV like the other theories. Because of uncertainties about 
mean-scalar-field and R-D-G predictions for large aggregates, 
where they indicate saturated behavior, this issue merits ad­
ditional study. The mean-scalar-field results of Nelson (1989a) 
are lower than the rest of the fundamental theories at large 
TV, which is consistent with Nelson's (1989a) view that this 
approach provides a lower bound for scattering properties as 
discussed earlier. The higher values for the mean-scalar-field 
results of Berry and Percival (1986) are caused by their less 
satisfactory choice of the PDF of particle pair separation dis­
tance within the mean-scalar-field approximation. Results for 
basic R-D-G theory are higher than those of fractal aggregate 
theory and provide the best agreement with I-C-P on the 
whole. Mie scattering predictions for an equivalent sphere are 
reasonably good for small aggregates, N < 10; however, trends 
of this approach are unreliable for large aggregates that are 
not very representative of compact spheres. The large en-
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Fig. 6 Angular scattering pattern for soot aggregates in the postflame 
region of a premixed benzene-air flame: conditions of Erickson et al. 
(1964) 

hancement of scattering from Rayleigh scattering predictions 
is quite evident, highlighting the need for realistic optical models 
for aggregates in order to evaluate soot concentrations from 
laser scattering measurements in the visible portion of the 
spectrum. Effects of enhanced scattering of aggregates are 
smaller in the infrared where flame radiation effects are most 
significant; unfortunately, this difference still affects radiation 
predictions through overestimation of soot concentrations 
(Gore and Faeth, 1986, 1988; Koylii and Faeth, 1992). 

Flame-Generated Aggregates. The final results to be con­
sidered include the measurements of angular scattering patterns 
for soot aggregates in the postflame region of premixed ben­
zene-air flames due to Erickson et al. (1964) and in the overfire 
region of nonpremixed propane-air flames due to Dalzell et 
al. (1970). None of these measurements provide an adequate 
evaluation of optical theories for soot aggregates because the 
structure of the soot aggregates is not known. However, the 
exercise is useful because it highlights features about laser 
scattering measurements of soot structure. 

Figure 6 is an illustration of the angular scattering, Cpp(d)/ 
Cm(90 deg) pattern measurements of Erickson et al. (1964) at 
a wavelength of 435.8 nm, along with the approximate pre­
dictions of basic and fractal aggregate R-D-G theory and Mie 
scattering for an equivalent sphere. The approximate theories 
have been computed using m from Dalzell et al. (1970) and 
Df = 1.74 for the fractal aggregate method, which is a rea­
sonable value from existing measurements for soot aggregates 
(Koylii and Faeth, 1992). Best fits of the measurements and 
the approximate theories were sought by adjusting the values 
of Rg for the R-D-G theories and de for the equivalent sphere 
method. The measurements indicate significant departures from 
Rayleigh scattering theory, which implies Ca

vv(d)/Cuv (90 deg) 
= 1, for these measurements; thus, aggregate scattering prop­
erties clearly are important. All the approximate theories are 
somewhat unsatisfactory for Cvv(d) in the forward and back­
ward scattering directions, and for C\h (0) near 90 deg and 
larger, with the fractal aggregate approach providing the best 
overall fit. Noting that the radius of gyration of a sphere (the 
mass-weighted root mean square radius about the center of 
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Fig. 7 Angular scattering pattern for soot aggregates in the overfire 
region of a nonpremixed propane-air flame: conditions of Dalzell et al. 
(1970) 

mass of the sphere) is 0.39 de, the radius of gyration for the 
equivalent sphere is 54 nm; this is smaller than the results for 
the two R-D-G predictions, which are nearly the same, 66 and 
60 nm for basic and fractal aggregate predictions, respectively. 
This difference is caused by overestimation of scattering using 
the Mie scattering approximation, except for very large ag­
gregates, which yields a smaller diameter equivalent sphere 
when fitted to data, see Figs. 1 and 5. Erickson et al. (1964) 
conclude that Mie scattering theory does not adequately fit 
their data; fractal aggregate theory is the best of the rest but 
no approximate theory is very satisfactory for these results. 

The angular scattering pattern of soot aggregates from the 
diffusion flame measurements of Dalzell et al. (1970) is illus­
trated in Fig. 7. Departures from Rayleigh scattering behavior 
are greater in this case than in Fig. 6 because larger aggregates 
generally are produced by diffusion flames than premixed 
flames. The three approximate theories have been fitted to the 
measurements in the same manner as for Fig. 6. All three 
approximate theories yield poor results for Chh (90 deg) as 
before, with the best overall fit aside from this region provided 
by the R-D-G predictions. The results indicate that the forward 
and back scattering directions would provide greatest sensi­
tivity to distinguish between predictions; unfortunately, the 
measurements do not extend into this region. The basic 
R-D-G approach yields a larger value of Rg than the fractal 
aggregate approach because it tends to overestimate scattering 
at large angles; see Fig. 4. Similar to Fig. 6, the equivalent 
sphere approach yields the smallest particles, with the radius 
of gyration of the equivalent sphere being 65 nm, rather than 
134 and 98 nm for the basic and fractal aggregate R-D-G 
predictions. The difference between the Rg estimates from the 
R-D-G and Mie scattering methods is greater here than for 
the Erickson et al. (1964) data because the soot aggregates 
obviously are larger; see Figs. 1 and 5. 

Other fits of the Dalzell et al. (1970) measurements were 
considered in order to examine the sensitivity of scattering 
measurements for determining soot aggregate sizes (Koylii, 
1992). Computed results using basic and fractal-aggregate 
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R-D-G theory for N = 100 and 1000, over the range of angles 
of the measurements (45-135 deg), showed that predictions 
from both R-D-G theories, and both values of N, are essen­
tially the same, implying very poor sensitivity for discrimi­
nating between approximate theories or aggregate sizes for 
these aggregates. In contrast, effects of aggregate size were far 
more evident for small scattering angles (0<45 deg), which 
also provided greater discrimination between the two approx­
imate theories. It is concluded that measurements of angular 
scattering patterns should place greater emphasis on the for­
ward scattering region, unless the aggregates are relatively small 
where the variation of C"„(0) with d near 90 deg provides some 
discrimination of particle size; see Figs. 2, 6, 7. 

Conclusions 

Major conclusions of the study are as follows: 
1 Available computer simulations of flame-generated soot 

optical properties do not provide an adequate basis for eval­
uating approximate theories because they involve either fun­
damentally accurate solutions for small aggregates where effects 
of multiple and self-induced scattering are small, or approx­
imate solutions having uncertain accuracy for the large soot 
aggregates of interest in practical flames. Additionally, even 
the more accurate existing solutions are questionable because 
issues of numerical closure with respect to truncation of series 
expansions in the solution, and statistically significant samples 
of simulated soot aggregates, have not been resolved. 

2 Similarly, available measurements of the optical prop­
erties of flame-generated soot do not provide an adequate basis 
for evaluating approximate theories because the soot structure 
is unknown and the various theories yield similar results for 
the relatively large scattering angles (> 45 deg) that were con­
sidered. Measurements involving soot aggregates having known 
structure with more emphasis on results at small (forward) 
scattering angles, where the various theories can be distin­
guished, are needed. 

3 Within the limitations of the present evaluation over the 
full range of soot aggregate sizes and wavelengths of interest 
in flames, the performance of various approximate theories 
for soot optical properties was as follows: Rayleigh scattering 
generally underestimates scattering and extinction, Mie scat­
tering for an equivalent sphere yields unreliable results because 
a compact sphere is not a good model of the open wispy 
structure of soot aggregates, while best results were obtained 
using basic and fractal aggregate R-D-G scattering for given 
and fractal aggregates, respectively. However, due to the large 
refractive indices and sizes of flame-generated soot aggregates, 
the reliability of R-D-G scattering for their optical properties 
is questionable due to effects of multiple and self-induced 
scattering that were apparent from more exact predictions. 
Thus, both the basis for evaluation and the approximate meth­
ods themselves deserve additional attention. 
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Heat Transfer From Radiatiwely 
Heated Material in a Low Reynolds 
Number iicrograwity Environment 
A mathematical model of the transient three-dimensional heat transfer between a 
slowly moving ambient gas stream and a thermally thick or thin flat surface heated 
by external radiation in a microgravity environment is presented. The problem is 
motivated in part by fire safety issues in spacecraft. The gas phase is represented 
by variable property convection-diffusion energy and mass conservation equations 
valid at low Reynolds numbers. The absence of gravity and low Reynolds number 
together permit the flow to be represented by a self-consistent velocity potential 
determined by the ambient velocity and the thermal expansion in the gas. The solid 
exchanges energy with the gas by conduction/convection and with the surroundings 
by surface absorption and re-emission of radiation. Heat conduction in the solid is 
assumed to be one dimensional at each point on the surface as a consequence of 
the limited times (of order of 10 seconds) of interest in these simulations. Despite 
the apparent simplicity of the model, the results show a complex thermally induced 
flow near the heated surface. The thermal exchange between the gas and solid 
produces an outward sourcelike flow upstream of the center of the irradiated area 
and a sinklike flow downstream. The responses of the temperature fields and the 
associated flows to changes in the intensity of the external radiation and the ambient 
velocity are discussed. 

1 Introduction 
This paper is a continuation of our analysis of heat transfer 

phenomena associated with the radiative ignition of cellulosic 
materials in a microgravity environment. The objective of this 
work is both scientific understanding and the development of 
a potential hazard analysis capability for spacecraft fire safety 
studies. The use of a microgravity environment to study ra­
diative ignition eliminates the need to study simultaneously the 
starting buoyant plume, which is itself a major task requiring 
a time-dependent solution to multidimensional Navier-Stokes 
equations. Previous radiative auto-ignition models avoided this 
problem by limiting the analysis to one dimension (Kashiwagi, 
1974; Kindelan and Williams, 1977; Baek and Kim, 1991), or 
at a stagnation point (Amos and Fernandez-Pello, 1988). Al­
most any scenario of interest in a spacecraft potential hazard 
analysis is both multidimensional and time dependent. Thus, 
one of the goals of the present work is a formulation of a 
computationally tractable model of the thermal transport that 
can be used in transient three-dimensional ignition studies. 

In a microgravity environment, the dominant vorticity cre­
ation mechanism in the bulk of the gas is absent. Vorticity is 
still generated at the surface by the non-slip condition. How­
ever, at low Reynolds numbers the tangential velocity profile 
near the surface is not important in the convective transport 
of mass, momentum, or energy. Thus, the no-slip condition 
was relaxed in our earlier study of radiatively induced deg­
radation of a thermally thin solid in a quiescent gas (Kushida 
et al., 1992). This permitted the flow in this axially symmetric 
configuration to be represented by a velocity potential. In the 
present work, this approximation is used to investigate two 
major extensions; the incorporation of a slow ambient flow 
generalizing the analysis to three dimensions, and coupling this 
to both thermally thick and thermally thin solid samples. These 
extensions are motivated by the experimentally observed strong 
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effects of ambient flow velocity on flame spread rate in a 
microgravity environment (Olson et al., 1988; Olson, 1991). 
It appears that a ventilation flow in a spacecraft should have 
a strong effect on the flame spread rate. In the present study 
only the coupled heat transfer processes are studied. Later 
papers will describe the effects of the condensed phase deg­
radation reactions and gas phase oxidation. 

2 Theory 

2.1 Gas Phase. The study of radiative heating or ignition 
of solid fuels in a microgravity environment requires a de­
scription of time-dependent coupled processes in both the gas 
and solid phases. The mathematical and computational com­
plexity inherent in such a study suggests that the simplifications 
permitted by the microgravity environment and the small phys­
ical scale of the idealized experiment be built into the math­
ematical model. These simplifications principally affect the 
gas phase processes. The absence of gravity removes the buoy­
ancy-induced vorticity generation mechanism. The small ra­
diatively heated surface area in the scenarios of interest together 
with the slow externally imposed velocity implies a low Reyn­
olds number flow domain. Classical analyses of low Reynolds 
number flows have demonstrated that using the Oseen ap­
proximation to the convective terms in the equations of motion 
"constitutes an ad-hoc uniformization" (Van Dyke, 1964) of 
the first approximation to the rigorous calculation of the flow 
past isolated bodies. The central point that emerges from these 
analyses is that diffusion dominates convection near the sur­
face, so the fact that the Oseen flow does not satisfy the no-
slip boundary condition is irrelevant at lowest order in the 
theory. When the gasification of condensed fuels is included 
in our future studies, the thermally induced surface blowing 
velocity must be taken into account, even at low Reynolds 
numbers. The generalization to a flow past an arbitrarily shaped 
body with a prescribed surface blowing distribution can also 
be accommodated by a potential flow, if vorticity generated 
in the interior of the flow is not significant. 

The potential flow description of the velocity field greatly 
simplifies both the formulation and subsequent computation 
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of a wide variety of low Reynolds number microgravity heat 
transfer and combustion problems. Accordingly, the formu­
lation will be developed in a fairly general context and then 
specialized to the specific case of the radiative heating of a 
thermally thick solid. The starting point is the conservation of 
mass and energy in the gas. Under low Mach number heat 
transfer conditions, generalized governing equations including 
gas phase oxidation reactions and radiative heat transfer can 
be written as: 

Dp 

Dt 
+ p y v = 0 

pcP 

DT 

Dt~ 
V>(kVT) = qR(r,t) 

(1) 

(2) 

Here, ^ ( r , t) is the net chemical and radiative heat release 
per unit volume into the gas of density p, temperature T, and 
velocity v. The gas was assumed to be air. The specific heat 
cp and thermal conductivity k are in general functions of T, 
and they are fitted by the fifth-order polynomial expression. 
These equations are supplemented by an equation of state, 
taken in a form appropriate for low Mach number flows: 

ph = pji«, (3) 

The subscript oo refers to suitable ambient or reference con­
ditions: 

cp(T)dT (4) 

Now multiply Eq. (1) by h and add it to Eq, (2). The result, 
after using Eqs. (3) and (4), is: 

Pooha>V"y-V'(kVT) = qR(r,t) (5) 

Equation (5) is the fundamental equation for determing the 
velocity field v. Since v is a vector field, it can be decomposed 
into the gradient of a potential </> and a solenoidal field u: 

v=V<£ + u (6) 

V«u = 0 (7) 

Substitution of Eqs. (6) and (7) into Eq. (5) yields: 

1 
Virf> = 

PoA 
(qR(r, O + V V ) 

t}f 
k(T)dT 

(8) 

(9) 

Note that the second term on the right-hand side of Eq. (8) 
can be eliminated by introducing a particular solution <f>p as: 

Exlernal Thermal Radiation (Gaussian Flux Distribution) 

Fig. 1 A schematic illustration of coordinates and the flow field near 
the heated surface area by external radiation 

0p = 
«h„ 

(10) 

Furthermore, it is convenient to introduce another particular 
potential <f>pa representing the effect of the ambient wind ve­
locity um. Then, introducing a remainder of potential $(r, t), 
<p may be expressed in the form: 

> = <̂ p + ^;,0o + *(r, t) 

V $ = 
Pooho, 

(11) 

(12) 

Equations (10), (11), and (12) relate the potential field to 
the temperature distributions in the gas phase. Since it is nec­
essary to determine this quantity in any event, solution of Eq. 
(12) represents the minimum additional work required to ob­
tain a self-consistent velocity field. Implied in this statement 
is the assumption that the solenoidal velocity field u is not of 
interest in its own right. If u is of interest, then there is no 
alternative to solving the Navier-Stokes equations. However, 
a large portion of both the combustion and heat transfer lit­
erature consists of calculations in which the details of the 
velocity field are approximated, often crudely, in order to 
understand the thermophysical phenomenon of direct interest. 
In the present circumstances, the approximations have been 
justified in simple geometries by detailed analyses, and interest 
will be confined to temperature fields induced by radiative 
heating. 

Now consider the specific problem of heat transfer from 
radiative heating of thermally thick solid with a slow flow 
along the surface in microgravity environment. The geometry 
is shown in Fig. 1. Let x, y, and z be the stream wise, spanwise, 
and transverse coordinates in a three-dimensional Cartesian 
coordinate system as shown in the figure. The center of the 
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concentrated external radiant flux with a Gaussian distribution 
impinging on the solid surface is set up at the origin of co­
ordinates. The ambient flow is parallel to the solid surface and 
then 4>Pa = umx. The gas is assumed to be transparent to the 
radiation. Under these circumstances, the term <7#(r, t) in Eq. 
(2) can be ignored. The gas phase energy conservation equation 
takes the form: 

PCp 
dT 

—+wr) = v(Arvr) 
(13) 

This equation is to be solved together with Eqs. (10), (11), and 
(12), subject to boundary and initial conditions. 

At time t = 0, the entire system is assumed to have uniform 
flow at ambient temperature Tm. Hence: 

tyx,y,z,0) = 0 
nx,y,z,0)=Ta. 

(14) 

Once the heating process has started, the temperature at the 
solid surface Ts(x, y, 0, t) rises above ambient, and the tem­
peratures at the flow inlet and open boundaries remain at Tm. 
The gas phase boundary conditions for temperature and <J> 
must be provided at the flow inlet x = - co and the flow exit 
x = + oo, at the symmetric boundary y = 0, at the open 
boundary j> = oo and z = oo, and at the solid surface z = 0. 
The boundary conditions for temperature T can be expressed 
as follows: 

T{±oo,y,z, t) = Tm 

dT(x,0,z,t)_Q 

dy 

T(x, oo, z, 0 = 7-00 

T(x, y, 0, t) = Ts(x, y, 0, t) 

T(x, y, oo, t) = T„ 

The boundary conditions for $ are: 

* ( - ° ° , y, z, 0 = *x„0o 

$(°°,y, z, 0 = **„ 

dHx, Q,z, t) 

dy 

$(x, oo, z, 0 = *>.„, 
, d${x,y, 0, t) dT(x, y, 0, t) 

- '- = - k -

(15) 

dz 
i(x,y, oo, t) = $„ 

dz 

where *,_„, ** 

(16) 

,, iyoo, and $zoo are the values at positions far 
away from the solid surface. Far from the surface, $ and T 
must decay to their ambient values. Translating this into 
boundary conditions suitable for numerical computation, how­
ever, requires some care. Numerical boundary conditions are 
applied at the sides of a rectangular box shaped computational 
domain. Since T decays exponentially to its ambient value, 
using Eq. (14) is permissible until the first calculated non-
ambient contours of these quantities approach the computa­
tional boundary. However, the potential field decays slowly 
away from the heated region, i.e., $~(x2+y2 + z2)~i. Thus, 
putting $ or its gradient equal to zero at the computational 
boundary would introduce unacceptable errors into the cal­
culation. These errors can be avoided by using Eq. (17) shown 
below, that is, the solution to Eq. (12) subject to the boundary 
condition given by Eq. (16). 

h $ = S
OO rtOO n O O 

dx0 dyQ dzQqR (x0^o,Zo)G(xj^,x0J'o,£o) 

J OO pOO 

dx0 dy0 
- Q Q J - O O 

d$(x0,y o,0,t) 
dz 

G{x,y,z,x0,y0,0) 

(a) (b) 

Fig. 2 Time history of surface temperature distribution at y = 0 and 
at the interval of 0.5 s for the case of linear problem (u„ = 2 cm/s, q0 

= 4 W/cm2) and difference between the analytical solution and the 
numerically calculated results at 10 s: {a) grid size 128 x 32 x 32; (b) 
grid size 64 x 16 x 16 

G(x,y,z,xa,y0,z0) = 
4ir\[(x-x0)

2+ (y-y0)
2+ (z-z0)

2],/2 

(17) 
[(x-x0)

2+(y-y0)
2+(z + z0)

2]in 

G is a Green's function satisfying Neumann boundary con­
ditions. Now d$(x, y, 0, t)/dz is given by Eq. (16) at any 
instant of time, and the temperature is an exponentially de­
caying function of the radial integration variable in Eq. (17). 
Hence, the use of Eq. (17) to evaluate $ around the compu­
tational boundary provides a fast and highly accurate means 
of applying computational boundary conditions to $. 

2.2 Condensed Phase Model. In much of the present pa­
per the sample is thermally thick. Since it is expected that the 
ignition event would occur within a relatively short time (less 
than 10 seconds) after the beginning of external irradiation, 
only heat conduction normal to the surface is important and 
conduction along the y and x coordinates is assumed to be 
negligible. Also, it is assumed that the condensed material is 
opaque and there is no radiative transfer in the sample. Ther­
mal properties of the sample are assumed to be independent 
of temperature. Then, the governing energy equations for the 
condensed phase are given as follows: 

9I>. 
dt % 

(18) 

where as is the thermal diffusivity of the solid. The initial 
condition and the boundary condition are as follows: 

Ts(x,y,z,0)=Ta> 

Ts(x,y,-o0,t) = Ta 

dTs{x,y,0,t) 
Ts(x,y,0,t) = T(x,y,0,t), 

dz 
• = QN (19) 

Then, the solution for the surface temperature yields the fol­
lowing relation: 

1/2 

kATAxjAO-T.,]--
J0 \ i r ( r - -

qN(x,y,T)dT (20) 

The subscript 5 refers to properties of the condensed phase, 
and qN is the net heat flux to the solid surface. 

The net heat flux at the material surface is 

QN=Qex-Qx»A + k 
dT(x,y,0,t) 

dz 
(21) 

where qex is external radiant flux and its distribution is defined 
to be Gaussian. In the calculation reported here, 

2 1 

= <?oexp 
'"o. 

(22) 

where r = (x +y ) , r0 = 1 cm and q0 is a peak external 
radiant flux. qmi is the re-radiation flux from the material 
surface and is given by the following expression: 
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Fig. 3 The distributions of velocity vectors relative to ambient flow and the temperature contours (from 
310 K at the interval of 20 K) for u„ = 2 cm/s and q0 = 4 W/cm2. (a) f = 2 s; (b) f = 4 s; (c) f = 6 s; (d) f = 
8 s 

Fig. 4 Time history of the surface temperature distribution at y = 0 
for u„ = 2 cm/s and q0 = 4 W/cm2 at the interval of 0.5 s 

qrad = eo[7l(x,y,0,t)-Ti] (23) 

where the Stefan-Boltzmann constant a = 56.7 x 10" W/ 
(cm2»K4). The surface re-radiation is quite important when the 
surface temperature becomes high. Therefore, the surface tem­
perature can rise to the value at which re-radiation flux becomes 
equal to external radiant flux. The surface temperature reaches 
as high as 919 K or 1091 K for q0 
1.0 and T„ = 300 K, respectively. 

4 or 8 W/cm with e 

Two other limiting cases of this heat transfer problem have 
been studied for comparison purposes; the thermally thin solid 
with the same gas phase description, and a simplified gas phase 
heat transfer problem for which an analytical solution can be 
derived to examine the accuracy of the numerical code. For a 
thermally thin material, the governing energy equation, Eq. 
(18), does not need to be solved and the following boundary 
equation is used: 

dTs(x,y,0,t) . dT(x,y,0,t) 
Pscs j '5 = qex-q^d + k ^ (24) 

where 5 is the thickness of the thermally thin sheet. Since a 
cellulosic paper has been used for the thermally thin material 
in our previous studies (Kushida et al., 1991), the same thermal 
properties of the cellulosic paper are used. 

Heat transfer with an Oseen flow problem is selected to 
obtain the analytical solution to test the numerical code. The 
flow field is uniform with w„ and only the energy equation in 
the gas phase is involved as described in the appendix. Heat 
is transferred by conduction and convection from the specified 
energy flux at the surface. The analytical solution is derived 
and expressed as 
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0.2 cm/s 

Fig. 5 Effects of ambient flow velocity on the distributions of velocity vectors relative to the ambient flow 
and the temperature contours (from 310 K at the interval of 20 K) at f = 8 s for qa = 4 W/cm2. (a) u„ = 0.5 
cm/s (Pe = 2.27); (b) u„ = 1.0 cm/s (Pe = 4.55); (c) u„ = 10 cm/s (Pe = 45.5) 

- (x- rf + (y)2]/(l + 4Pe,r) - (z)2/4Pe,T)rfr 

ir3/y^(l+4Pe ;r) 
(25) 

where d, x, y, z, fare nondimensionalized temperature, three 
coordinates, and time as defined in the appendix. Pe,- is a 
reciprocal of a Peclet number, which is k/(pCpu„r0). The 
integral in Eq. (25) is calculated numerically and the results 
are compared with those calculated by a finite difference 
method. The comparison is shown in the next section. 

2.3 Numerical Methods. For the gas phase, the numerical 
calculation is performed by using a finite difference method. 
The Gaussian external radiant flux radius r0 is fixed at 1.0 cm. 
The computational domain is taken to be x = - 4.8-14.4 cm, 
y = 0-4.8 cm, and z = 0-4.8 cm. Two different grid sizes 
were used: 128 X 32 X 32 corresponding to a grid spacing Ax 
= Ay = Az = 0.15 cm and 64 x 16 X 16 with cell size Ax 
= Ay = Az = 0.3 cm. The equations to be solved for the gas 
phase are those for the potential function * and the temper­
ature T. 

The equation for $ is calculated using the FISHPAK direct 
solver of the Poisson equation in Cartesian coordinates using 
the standard seven-point finite difference approximation on a 
staggered grid (VHS3 package, HS3CRT subroutine). The 
boundary conditions for 3> are specified at the open boundary 
by evaluating Eq. (17) at each time step. In the present problem, 
since there are no volumetric source terms, only the surface 
integral remains. This can be efficiently handled by "coarse 
graining" the integrals into clusters of 8 x 8 cells for the 128 
x 32 X 32 grid and 4 x 4 cells for the 64 X 16 x 16 grid. 
Each subintegral is then estimated by using the average value 

over that portion of the surface, but with the source points of 
the Green's function evaluated at the centroid of the integrand. 
This is formally equivalent to the first two terms of the asymp­
totic expansion of each "coarse graining" subintegral. The 
errors introduced by this procedure are negligible compared 
with the discretization errors. The equation for temperature 
is solved using a second-order central difference scheme for 
both convection and diffusion terms. The time advance is made 
by using the DuFort Frankel method with a time interval A? 
= 0.01 s (for Grid 64 X 16 x 16) or At = 0.005 s (for Grid 
128 X 32 x 32). These values of time intervals are sufficiently 
small to ensure that the Courant condition is satisfied. 

For the solid phase, the equations of the temperature T also 
have to be solved. Equation (20) was reduced to nonlinear 
algebraic equations with the integral being converted to a sum­
mation. These nonlinear algebraic equations were solved by 
using the Newton-Raphson method. In the case of a thin solid, 
Eq. (24) is solved by using the Euler explicit method. The 
computation time for the thermally thick case was about 17 
seconds per time step on IBM RS6000/550 computer with 128 
x 32 x 32 grids. 

3 Results and Discussion 

3.1 Comparison With the Linear Analytical Solu­
tion. The numerically calculated results for the simplified 
heat transfer model were compared with the analytically cal­
culated results of Eq. (25) for the case of ux = 2 cm/s (Peclet 
number Pe = uar§/(k/pcp) = 9.1), q0 = 4 W/cm2 to examine 
the accuracy of the numerical method. The results in Figs. 
2(a) and 2 (b) show the time history of the surface temperature 
distribution along the x coordinate at the y = 0 plane calculated 
numerically with the two different grid sizes, 128 x 32 x 32 
and 64 x 16 x 16, respectively. The bottom of the figures 
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Fig. 6 Time history of surface temperature distributions at y = 0 at 
the interval of 0.5 s for ij0 = 4 W/cm2: (a) u„ = 0.5 cm/s; (/>) u„ = 1.0 
cm/s; (c) u« = 10 cm/s 

indicates the difference in surface temperature between the 
analytical calculation and the numerical calculation. These two 
figures show that the errors in the numerical calculations are 
within 1.5 percent for the finer grid size calculation and within 
5 percent for the coarser grid size calculation. The rest of the 
results shown in this paper were obtained using the finer grid 

3.2 Fluid Flow and Heat Transfer Characteris­
tics. Typical examples of the distributions of velocity vectors 
relative to ambient flow and temperature contours in the gas 
phase are shown in Fig. 3 and surface temperature distributions 
are shown in Fig. 4 for H„ = 2 cm/s (Pe = 9.1), q0 = 4 W/ 
cm2, e = 1.0, and the thermally thick solid. Typical values of 
thermal properties for a plastic (Brandrup and Immergut, 1975) 
are used for the calculation: cs = 1.3 J/(g-K), ps = 1.2 g/ 
cm3, and ks - 2.1 x 10~3 W/(cm»K). The arrow indicates 
the vector projected on each cross section. The length of arrow 
indicates the magnitude of velocity with the reference value of 
0.2 cm/s, and the starting point of arrow indicates the location 
of velocity vector. The left corner figure in Fig. 3 represents 
the flow vector distribution in the half of the y plane at x = 
0.075 cm. The top rectangular figure represents the distribution 
in the x-z plane at y = 0.075 cm. The lower rectangular figure 
represents the distribution in the x-y plane at z = 0.075 cm. 

6 8 10 12 
x [cm] 

Fig. 7 Energy balance at the surface along y = 0 for u„ = 10 cm/s 
and ij0 = 4 W/cm2 

The temperature contours are indicated at intervals of 20 K 
from 310 K. Figures 3(a), 3(b), 3(c), and 3(cQ show the 
results of time t = 2, 4, 6, and 8 s after the irradiation, 
respectively. The distribution of velocity vectors represents the 
flow component generated by heat addition from the irradiated 
surface. This flow is much smaller than the ambient flow of 
2 cm/s. There is an upward slow flow generated by the steep 
temperature gradient due to heat addition. Its center is located 
a short distance upstream from the center of the external ir­
radiation (x = 0). This indicates that the steepest temperature 
gradient occurs at the upstream location due to downward 
pushing of the heated layer by the ambient flow. At a short 
distance downstream from x = 0, there is a sink of flow due 
to the steep temperature gradient resulting from heat loss from 
the hot gas stream to the cold surface. Since the temperature 
gradient drives the flow, the flow generated by the external 
irradiation is limited to a region near the irradiated surface 
area at an early time. As time increases, the flow velocity 
gradually increases, but the magnitude of velocity remains at 
most 0.2 cm/s due to the absence of combustion and buoyancy 
induced flow. The heated region in the gas phase increases as 
time increases. The heat in the gas phase is convected radially 
and downstream by the gas flow due to expansion and ambient 
flow. 

Figure 4 shows the time history, of the solid surface tem­
perature distribution Ts(x, 0, 0, t) in the x direction at t = 
0.5 s intervals. This distribution corresponds to the Gaussian 
flux distribution of external radiation expressed by Eq. (22) 
with slight modification by the ambient flow. However, the 
modification by convective heating is not significant for the 
results because the ambient flow velocity is small for this case. 
The temperature increase slows down gradually because of the 
heat balance between external radiation and the re-radiation 
loss from the high temperature surface. 

3.3 Effects of Parameters on Fluid Flow and Heat Transfer 
Characteristics. The effects of several parameters, such as 
ambient flow velocity, external radiant flux, condensed phase 
thickness, and others, on distributions of velocity vector and 
temperature in the gas phase were studied. The results are 
discussed in this section. 

3.3.1 Effect of Ambient Flow Velocity, u„. Figures 5(a), 
5(b), and 5(c) show the distributions of velocity vectors rel­
ative to ambient flow and the temperature contours for the 
three different ambient flow velocities of ux = 0.5 cm/s 
(Pe = 2.27), 1.0 cm/s (4.55), and 10.0cm/s (45.5), respectively. 
These results are at 8 seconds after the irradiation. The tem­
perature contours are plotted at intervals of 20 K from 310 K. 
As the ambient flow velocity increases, the heated area is pushed 
toward the surface and temperature gradients in the gas phase 
near the surface become steeper. Steeper temperature gradients 
generate larger flow velocities, as shown in Fig. 5. The center 
of the heat-generated flow near the surface moves closer to 
the center of the irradiated area with an increase in the ambient 
flow velocity. The distributions of surface temperature along 
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(a) (b) 
Fig. 8 (a) The distributions of velocity vectors relative to ambient flow, and (b) the temperature contours 
(from 310 K at the interval of 20 K) for q„ = 8 W/cm2 and u«, = 2 cm/s at 8 s 

3.3.3 Effects of Solid Thickness. Figure 10 shows the 
velocity distribution and temperature contours at 8 seconds 
after irradiation of external radiant flux of 4 W/cm4 with a 
thermally thin solid with ps = 0.6 g/cm3, cs = 1.26 J/(g»K), 
and 5 = 0.025 cm. The ambient flow velocity is 2 cm/s. Figure 
11 shows the history of the surface temperature distribution. 
The comparison of these results with those shown in Fig. 3(d) 
indicates the effects of the solid thickness. Since heat loss to 
the interior of the solid by heat conduction is not included for 
the thermally thin material, the surface temperature rises rap­
idly and reaches about 920 K compared to roughly 700 K for 
the thermally thick material. After 7.5 seconds the surface 
temperature distribution does not change significantly with 
time. Therefore, more heat is transferred from the surface to 
the gas phase and the heated region in the gas phase for the 
thermally thin material is much larger than the thermally thick 
material. The corresponding flow velocity induced by the heat 
addition from the thin material is larger than that for the thick 
material. 

4 Conclusion 
A time-dependent three-dimensional heat transfer model de­

scribing the flow field generated by the surface heated by an 
external radiation was developed. This model is applicable to 
the low Reynolds number flow in a microgravity environment. 
The results show a complex flow field generated by temperature 
gradients in the gas phase near the irradiated hot surface area. 
The induced flow appears like a source of flow slightly up­
stream from the center of the external radiation beam. Then, 
there is a sink of flow downstream when the hot gas stream 
cools by heat loss to the solid surface. Higher external radiant 
flux and a thermally thin solid enhance the induced flow and 
enlarge the heated gas region due to larger temperature gra­
dients in the gas phase. Higher ambient flow velocity also 
generates more vigorous induced flow due to an increase in 
temperature gradient by compressing the heated flow stream 
toward the solid surface. Therefore, the heated gas region 
becomes smaller than that for lower ambient flow velocities, 
although the induced flow is increased. 
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A P P E N D I X 

A three-dimensional time-dependent heat transfer problem 
similar to the problem of interest is solved analytically to ex­
amine the accuracy of the numerical code used in this study. 
This problem is based on the Oseen flow. Then, the linearized 
energy equation is 

df) 
(Al) dx 

= kAT 

where T is the relative temperature with respect to an ambient 
temperature. 

The initial condition is 

At t = 0, T= Tm 

and boundary conditions are 

Atz = 0, kdT/dz=-q(x,y) 
A t r = o o , T=T„ 

where 

Let 

<7 = - e x p [ - ( V / - 0 ) 2 } 

r2
p = x2+y2 

r = r0x(x, y, z), t = —t 

Pe,= 
pCpr0ua 

T^=^d(x,y,zJ) 
k 

Then, Eq. (Al) becomes 

30 30 „ 
—-+ — = Pe,A0 
dt dx 

(A2) 

We take the Laplace transformation of Eq. (A2) in time and 
then apply to the Fourier transformation in x and y. Then, 
Eq. (A2) becomes 

d2d(p,Z,r,,z) 

d? - \ ^ + V2 + ^(P + i^)\0 = O (A3) 

and boundary conditions are 
At £=00, 0 = o 
A t z = 0, #(£, ??) = exp{ 

The solution of Eq. (A3) with the above boundary conditions 
becomes 

- ( £ 2 + 772)/4) 

exp\-J^2 + r,2) + ^(p + ^)z 
-Vi' + v') 

(A4) 

a2+r,2) 
Pe, 

We invert the Laplace transformation of the above solution 
using the convolution theorem and obtain the inverted solution 

6 =exp 
• « 2 + 1?

2)' 

4Pe,r 

exp 

e x p [ - { P e ^ 2 + ij2) + »€)T] (A5) 

Next we proceed with Fourier inversion of Eq. (A5) to obtain 
the solution of Eq. (Al). 

-1 ' - /Pe/exp [ - \{x-T)2+f]/( 1 + 4Pe,T) -z2 /4Pe,r) 

7r3/2V7-(l+4Pe,T) 
dr 

(A6)'! 
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A New CHF Correlation Scheme 
Proposed for Vertical Rectangular 
Channels Heated From Both Sides 
in Nuclear Research Reactors 
In this study, an investigation was carried out to identify the important parameters 
affecting critical heat flux (CHF) in rectangular channels, focusing on the effects 
of flow direction, channel inlet subcooling from 1 to 213 K, the channel outlet 
condition extending from subcooling of 0-74 K to quality of 0-1.0, pressure of 0.1 
to 4 MPa, water mass flux of - 25,800 to + 6250 kg/m2s, and channel configuration. 
In particular, the effect of the outlet subcooling in upflow and downflow on the 
CHF was quantitatively investigated. As a result of this study, a new CHF scheme 
covering downflow, countercurrent flow, and upflow was established in the rectan­
gular channels within the ranges of parameters investigated in this study. 

Introduction 
The quantitative understanding of critical heat flux (CHF) 

for vertical rectangular channels is essential and required for 
core thermohydraulic design and safety analysis of nuclear 
research reactors in which flat-plate-type fuel is employed. In 
the safety design, some abnormal operational occurrences and 
accidents have been assumed. In the case of a pool-type nuclear 
research reactor in which steady-state core flow is downward, 
a transient core flow is considered in which the flow rate 
decreases from a steady-state downward flow to a zero flow, 
and then an upward flow is established as a cooling mode of 
natural convection to remove the decay heat after a reactor 
scram in case of abnormal operational occurrences and acci­
dents. A detailed understanding of CHF is, accordingly, es­
sential not only for a downward flow but also for an upward 
flow, including a flow subject to flooding conditions, that is, 
a countercurrent flow, in order to assure the intactness of fuel 
under normal operations, abnormal operational occurrences, 
and accidents. It should be noted that when the coolant flow 
rate decreases to zero and the flow becomes stagnant, the flow 
would become a countercurrent flow with downward water 
flow and upward flow of bubbles or steam generated in the 
channel. This is a flooding condition, because the flow channels 
are submerged in a water pool in the nuclear research reactor. 

Many existing nuclear research reactors are approaching the 
end of their lifetime. Nuclear research reactors that are to be 
reconstructed or planned in the near future will be designed 
to have a higher neutron flux and a higher power density than 
ever. Therefore, to remove heat generated in the core, coolant 
mass flux will be very high and the coolant will be pressurized. 
Under such conditions, the channel outlet coolant would be 
subcooled not only for normal operation but also in abnormal 
occurrences. 

The existing correlations and schemes for predicting CHF 
in the rectangular channels were investigated by the authors 
from the point of view of their applicability to the core ther­
mohydraulic design and safety analysis. It was found that 
differences in CHF between an upward flow and a downward 
flow under the subcooled condition at the channel outlet, i.e., 
at a rather high mass flux region, have not been fully clarified 
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systematically for vertical rectangular channels heated from 
both sides or from one side. 

Therefore, in this study, the effect of dominant factors on 
CHF was investigated based on the existing CHF experimental 
data to establish a CHF scheme that is applicable for nuclear 
research reactors using flat-plate-type fuel. A new correlation 
scheme was proposed as the results of this investigation. 

Previous CHF Correlation Scheme for Rectangular 
Channels 

A CHF correlation scheme for rectangular channels previ­
ously proposed by the authors consists of three CHF corre­
lations (Sudo et al., 1985a), which were used for the core 
thermohydraulic design and safety analysis of the upgraded 
JRR-3 (Sudo et al., 1985b; Hirano and Sudo, 1986). 

The authors' CHF correlation scheme is illustrated in Fig. 
1. The correlations used in the scheme are shown as follows: 

^c H F , ,=0 .005. lG*l a 6 " (1) 

for both upflow (G* > G2*) and downflow (G* > G*), 

<?CHF,2 = 'AT SVBJn' G*l (2) 

for downflow in the region where #cHF 2 ^ #CHF 1. that is, G* 
< G*, and 

Fig. 1 Previous CHF correlation scheme proposed by authors for rec­
tangular channels lor A7"s*UBio = 0 
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<7CHF,3 = 0 - 7 
sJWfh 

(3) 
AH (l + (pg/p/)1/4r 

as the minimum CHF for both upflow (G* < G$) and down-
flow (G* < G*), where Gr isjgiven by <?CHF,I = <7CHF,2. Gl by 
<7CHF,I = <7CHF,3, and G* by <7CHF,2 = <7CHF,3, respectively; and 

<7CHF = 

Vxgp g (p/ -p g ) ' 

gCHF 

A/gVXgPg(/)/-Pit) 

It should be pointed out here that Eq. (2) gives the condition 
that the outlet subcooling equals zero, that is, Ar | U B 0 = 0. 

Equation (1) is a correlation proposed by Sudo et al. (1985a). 
Equations (2) and (3) are correlations proposed originally by 
Mishima (1984; Mishima et al., 1983). Mishima could not make 
clear the applicability of these correlations fully enough be­
cause of small number of available experimental data. The 
authors accumulated the available experimental data, carrying 

the CHF scheme described above because such a highly sub-
cooled condition at the outlet was not expected in the core 
thermohydraulic design and safety analysis of the upgraded 
JRR-3 where the outlet subcooling is in the range of 0 to 20 
K. 

Other typical existing correlations considered to be applic­
able to the rectangular channels would be those proposed by 
Katto (1981), Mirshak et al. (1959), Zenkevich (1959), and 
Gambill and Bundy (1961). 

Katto proposed-the following correlations for the CHF in 
the rectangular channels through comparison between the pre­
vious experimental data of Yiicel and Kakac (1978), Gambill 
and Bundy (1961), and others and the correlations he originally 
proposed for round and annular tubes. 

Katto's correlations are expressed as follows for low mass 
flux, medium mass flux, and high mass flux, respectively: 

„ lDh 

<7CHF,4I= 0.251 — (l + ArSUB,,,)G* (4) 

for low mass flux, 

<7CHF,42= 0.25 + 0.0009 

1+-

Dh 
-50 

Dh\ (\_ a 

Pig. 

Pi 

1.043A7-SUB,, 

4 0.25 + 0.0009 

out the experiments with rectangular channels. They have 
shown that the correlation error of the CHF scheme is within 
33 percent of rms error against the experimental data. It was 
found that the scheme is applicable for the region of 0 < IG* I 
< 3000. 

According to the results previously investigated by the au­
thors (Sudo et al., 1985a), it was concluded that the CHF for 
upflow in the region of I?CHF,I S <7CHF,2 was expressed by Eq. 
(1) and the CHF for downflow in the region of <7CHF,I ^ Q* 
CHF,2 was expressed by Eq. (2). For both upflow and downflow, 
there is a minimum CHF, which is defined by Eq. (3). On the 
other hand, the CHF for both upflow and downflow in the 
region of (?CHF,I ^ <7CHF,2> which is shown as a shaded region 
in Fig. 1, was expressed by Eq. (1). In the shaded region, a 
channel outlet coolant condition is a subcooled one with a very 
high coolant mass flux IG* I. An effect of channel outlet sub­
cooling ATSUB.O on the CHF was not considered in Eq. (1) in 

Dh 
50 r 

a 

Pig. 

Pi 
G* (5) 

for medium mass flux, and 

<7CHF,43 = 0 .15 Pi 

PI 

1+0.0077 — 
Dh 

1+; 

0.0308+ -
Dh 

•AJTS, 

Pi 

PI 

(6) 

for high mass flux. 
Here, the low mass flux region is defined for G* of £?CHF,4I 

^ <7CHF,42. the medium mass flux region for G* of (?CHF,42 ^ 

N o m e n c l a t u r e 

flow area of channel, m 
heated area of channel, m2 

specific heat of liquid, 
J/(kg-K) 
equivalent hydraulic 
diameter, m 

Dh = equivalent heated diameter, 
m 

g = acceleration of gravity, m/s2 

mass flux, kg/m2-s 
dimensionless mass flux 
boundary value of G* given 
t>y <7CHF,I - <7CHF,2 

boundary value of G* given 

by <7CHF,I = <7CHF,3 
boundary value of G given 
b y <?CHF,2 = <7CHF,3 

h = heat transfer coefficient, 

A = 
AH = 
Cp = 

De = 

G = 
G* = 
G* = 

Gl = 

Gt = 

kW/mzK 

h* = dimensionless heat transfer 
coefficient = h/ 
Cpsl\pgg{p, - pg) 

hfg = latent heat of evaporation, 
J/kg 

L = length of channel, m 
P = pressure, MPa 
q = heat flux, kW/m2 

q = dimensionless heat flux 
#CHF,I = defined by Eq. (1) 
<7CHF,2 = defined by Eq. (2) 
<7CHF,3 = defined by Eq. (3) 

T = temperature, K 
T = dimensionless temperature 

= Cp • T/hfg 

W = width of channel, m 
A 7; = superheat = Tw - Ts, K 

AT* = dimensionless superheat = 
Cp(Tw- Ts)/hf.,K 

A7SUB — 

A7SUB = 

X = 

V = 

p = 
a = 

subcooling, K 
dimensionless subcooling = 
Cp • A7W/* / g 

characteristic length = [a/(p/ 
- Pg) • g\m, m 
kinematic viscosity, m / s 
density, kg/m3 

surface tension, N/m 

Subscripts 
b = 

CHF = 
g = 

in = 
I = 

o = 
s — 
vc = 

bulk 
critical heat flux 
vapor 
inlet 
liquid 
outlet 
saturation 
heated surface 

Journal of Heat Transfer MAY 1993, Vol. 115 /427 

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



<7CHF,43> and the high mass flux region for G* of <?CHF,42 > 
<7CHF,43. respectively. 

The effects of pressure, mass flux, subcooling, and the ratio 
of channel length to heated equivalent diameter were taken 
into account as key parameters in the above correlations. As 
the number of available experimental data was small, as stated 
in his article, only the availability of Eq. (5) could be inves­
tigated for high mass flux. He noticed that the magnitude of 
CHF in downflow obtained by Gambill and Bundy (1961) were 
clearly smaller than that in upflow obtained previously but the 
number of available existing .data was so small that he could 
not investigate the difference in CHF characteristics between 
upflow and downflow. A feature of Katto's correlations is that 
the CHF approaches zero as the G* approaches zero. 

Mirshak et al. (1959) proposed for downflow the following 
correlation in which the effects of water velocity, subcooling, 
and pressure were taken into account as key parameters, based 
on the experiments for downflow with a medium mass flux of 
500 to 1300 kg/m2s and outlet subcooling of 6 to 74 K: 

1+0.129G* X 

<7CHF = 3 6 0 -
Pi PI 

hfg'{\pe(p,-pg)g} 

1+0.009 (I)' A7-SUB.0 (1 + 1.86P) (7) 

A feature of the correlation proposed by Mirshak et al. is 
that CHF approaches a constant, which is not zero and is 
determined by pressure and subcooling, as shown below, when 
G* approaches zero: 

<7CHF = 7~~TT '{ N „ , l / 2 ( 8 ) 

Zenkevich (1959) proposed for upflow the following cor­
relation, in which the effect of pressure, subcooling, and mass 
flux were taken into account: 

360 1+0.009 ArSUBi0 (1 + 1.86P) 

2 .5X10~ 5 ( -

<7CHF - " (l+73.6.A7"SUB,o).G* (9) 
{\pg(Pi-pg)g} 

A feature of Eq. (9) is that CHF is proportional to G*l/1, 
and then approaches zero as G* approaches zero. 

Gambill and Bundy (1961) proposed a correlation with a 
form shown below for a subcooled forced-convection flow in 
a vertical rectangular channel. 

$CHF = 0.18. 1 + 
9.8 

Ars, 

+ h*(AT* + ATsUB) (10) 

Here, AT* is given by a correlation that is determined with 
the saturation temperature Ts and the critical heat flux, and 
h* is given by a heat transfer correlation for a single-phase 
turbulent forced convection flow. A feature of Eq. (10) is that 
<?CHF does not approach zero with decreasing G*, but ap­
proaches a constant given by ^CHF = 0.18 with G* approaching 
zero under saturated conditions. 

In Fig. 2, for comparison, Eqs. (1), (3), (4), (5), (6), (9), 
and (10) are illustrated for upflow with the conditions of P = 
0.11 MPa, ATsuB.m = 0 and ArluB.o = 0 along with the typical 
experimental data whose ATIUB.O is less than 4 K. Here, Eqs. 
(3), (4), (5), (6), and (10) are illustrated for a rectangular 
channel heated from both sides (L = 0.75 m, W = 0.05 m, 
and gap = 2.25 mm), which were investigated by Sudo et al. 
(1985a). These equations include the effects of channel con­
figuration. Zenkevich's correlation gives overly conservative 
predictions for the experimental data for high mass flux. On 

1 ' ' 1 ' ' ' ' 1 

- o Sudo e to l . U T S U B . O £ ?K 1 

• Kominoga el a l . ( f lTS L .g l 0 i 2K ) 

• Kirby el o l . ( |4T S UB.OI< 4K ) 

" * Yucei et a l . (!1TSUB,0I< 4 K ) 

- Eq.(3) 8 ^ ^ * ° 

^ ^ /"^Eq.(41 

• / • I 

Eq.(5) 

Eq.(61-

, i 1 

, , , | , \^r*. 

! ^ \ s < ^ Eq.(io) " 

^ ^Eq. (9 ) ~ 

^ E q . ( l ) 

10 I 10 10 10 10 

IG*I (-) 
Fig. 2 Comparison of typical previous CHF correlations (A7̂ UB,o = 0) 
with experimental data for upflow (Kaminaga et al., 1991; Kirby et al., 
1967; Sudo et al., 1985a; Yiicel and Kakac, 1978) 

-
o Sudo et al. { ATSUB, 

A Sudo el ol. ( &TS UB, 

• Kaminaga et al. (AT 

- A Kaminaga et al. 

- Eq.(3) 

- \ / 
s 

. . . I 

( S T 

i i i I i 

„ = 7!~76K) 

„ = 25-28 K) 

us, in = 69~78 K) 

„ , , , „= I9~3l K l 

Eq.(l) 

' % 
99 . 

% V * 

l l l | 

Eq.(7l 

\ 

' • A f l / * 

i 

, . 

f 
A/ 

/& 
-&C 

I | I l ^ l U 

y 7 ^ ^ / 

7$/ -
w -

Eq.(2) 

_ 

-

10 I 10 10' 10 10 

IG*I ( - ) 
Fig. 3 Comparison of typical previous CHF correlations with experi­
mental data for downflow (Kaminaga et al., 1991; Sudo et al., 1985a) 

the other hand, Katto's correlation for low mass flux gives 
overly conservative predictions to the experimental data. The 
correlation given by Eq. (1) shows a good prediction for the 
experimental data whose ATSUB.O is almost zero. 

In Fig. 3, on the other hand, Eqs. (2), (3), and (7) are 
illustrated with the condition of P = 0.11 MPa and are com­
pared with the typical experimental results for downflow with 
G* less than G*. Here, Eq. (7) is illustrated for Ars*UB,o = 0, 
Eq. (3) for a rectangular channel heated from both sides (L 
= 0.75 m,W= 0.05 m, and gap = 2.25 mm) and Eq. (2), 
which gives the condition of ATSUB.O = 0 as already described, 
for the rectangular channel with two cases of AT^UB ,„ = 25 
and 75 K. 

Equation (1) is also illustrated in Fig. 3 so as to make clear 
the differences in CHF characteristics between upflow and 
downflow. Equations (2) and (3) show a good prediction for 
the experimental data of downflow for the low and medium 
mass fluxes of G* < G*. 

From the discussion described above, it is very clear for G* 
< G* that Eq. (1) would be a proper correlation for predicting 
the experimental data of Ars*UBi0 = 0 for upflow, and Eqs. 
(2) and (3) for downflow. However, the effect of subcooling, 
A7suBi0, is not clear on the CHF for G* > G*, although the 
effect should be properly taken into account in Eq. (1) for 
both upflow and downflow so that the thermohydraulic design 
and safety analysis may be reasonably done without giving 
overly conservative results for G* > G*. 

Effects of Channel Outlet Subcooling (ATS U B 0) 

In this study, Eq. (1) was selected as a base correlation to 
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Table 1 Test conditions of existing tests investigated in this study 

Author(s) 

Sudo c t a l . 

(1985a)* 

Kaainaga, c t a l . 

(1991)* 

Yiicel and Kakac 

(1978)** 

Kirby c t a l . 

(19G7)*** 

Mirshak et a l . 

(1959)** 

Gaabi l l and Dundy 
. ** 

(1961) 

Mishiaa 

(1984)*'** 

KoBorl c t a l . 

(1990)* 

Pressure 

(MPa) 

0 .1 -0 .12 

( I n l e t ) 

0 .1 -0 .12 

(Inlet) 
0.1 

( I n l e t ) 

0 .1 

( I n l e t ) 

0.18 

( I n l e t ) 

0 .17 -0 .6 

(Out le t ) 

1 .1-4.0 

(Out le t ) 

0 .1 

( I n l e t ) 

0 .1 -0 .72 

( I n l e t ) 

Mass f lux 

(kg/a s) 

-G00-+480 

-2.200-+450 

-340-+330 

-6.250-+G.250 

-2,720~+2,720 

-12,5OO--5,030 

-25,800~-9,210 

-610-+360 

-2 .440--610 

I n l e t water 

subcooling 

(K) 

20-81 

2 .3-78 

1.3-75 

3.2-44 

2.9-46 

27-104 

151-213 

13-71 

51-117 

Out le t cond i t ion 

subcool ing q u a l i t y 

(K) 

0 .0-27 

0 .0-33 

0.0-24 

0 .0-37 

0 .6-43 

6.0-74 

14-55 

0 .0 -21 

0.0-12 

(-) 
o.o-i.o 

o.o-i.o 

o.o-i.o 

o.o-o.oi 

-

-

-

o.o-i.o 

0 .0 -0 .03 

CHF L/Dc 

(kW/n2) 

32-320 

66-830 

22-1,190 

54-540 

1,580-5,820 

1,170-5,810 

3,980-10,000 

8,270-19,400 

56-1,170 

322-1,630 

(-) 

170 

71 

170 

83 

40 

8 

41 

-77 

128 

-240 

77 

150 

A/A„ 

(-) . 

1.88X10"3 

4.67X10"3 

1.88xl0~3 

4.17X10"3 

3.35X10"2 

1.65X10"1 

8.51X10"3 

1.65X10"2 

1.18X10"3 

-2.20X10"3 

4.57X10"3 

~9.14X10~3 

2.93X10"3 

Nuaber of 

d a t a ( - ) 

40[U,D]*1) 

37[U.D] 

203[U,DJ 

63[U,D] 

16[U,D] 

49[U,D] 

51[D] 

101D] 

51IU.DJ 

58IU.D] 

18[D] 

» Rectangular channel , Heated from both s i d e s . »» Rectangular channel , Heated 

«»* Rectangular channel , Heated by round tube . »1) U : Upflow, D : Downflow 

'rom one s i d e . 

3.5 

3.0 

~ 2.5 
i 

* 5 2.0 
c r 

u_ 

i 5 1.5-

1.0 

0.5 

1 1 — 1 1 

• Kirby et ol. 

B Yiicel el at. 

e 

1 1 1 1 

Bm 

1 A§*\ =60 

60fcl B287 

/ ^--IG*I = I35 

/ rXX0"477 

1 f j ^ ' 3 5 

oA T9 7 

1 / / 333 

97J r^'35 
333 

60H 

(35-
97— 

135J 

333—m 
AuC 
287 

287 

1 1 1 1 

_ P / 287 
Jl QA—16*1 = 417 

-f?l 3/558-417 

[ke5<!k;575 

>*S^1670 
Hl7^575 

1 1 1 1 

-0.2 
AT 

0.0 

SUB.O 

0.2 
(-

Fig. 4 Effects of ATSUB.O on C H F in upflow 

estimate effects of A7SUBio, based on previously investigated 
results. In the region of #CHF,I ^ <7CHF,2> CHF is well correlated 
by Eq. (1) for the saturated single phase and two-phase flow 
conditions, i.e., under the condition with no subcooling at the 
outlet of channel. Experimental conditions of the available 
existing CHF tests investigated in this study are listed in Table 
1. The experimental data were investigated within the ranges 
of pressure of 0.1 to 4 MPa, mass flux of -25,800 to +6250 
kg/m2s including stagnant flow conditions, inlet subcooling 
of 1 to 213 K, outlet condition extending from subcooling of 
0-74 K to quality of 0-1.0, and ratio of heated length to 
equivalent hydraulic diameter L/De of 8 to 240. 

It should be mentioned here that the experimental data of 

*X 

^:o 

AT SUB.O (-) 

Fig. 5 Effects of AT^JB.O on C H F in downflow 

Sudo et al. and Kaminaga et al. constitute 58 percent of total 
experimental data listed in Table 1. The estimated uncertainty 
of these CHF data was 3 percent based on the estimations of 
heat loss from the test channel and so on. Besides, the CHF 
data in Table 1 would be mixed with the flow excursion data 
because no criteria were applied for distinguishing one from 
the other. 

. The CHF experimental data for upflow and downflow are 
shown in Figs. 4 and 5, respectively, to make clear the effects 
of the outlet subcooling ATSUB?0 on the CHF, taking the ratio 
of <7CHF/<7CHF,I as the ordinate and Cp'ATSVBi0/hfg (= AT^o) . 
which is a dimensionless parameter for A7'SUBi0) as the abscissa. 
These CHF experimental data were obtained in rectangular 
channels, except for those of Kirby et al. In the figures straight 
lines are illustrated to show a rough tendency on IG* I. The 
fluid conditions of experimental data shown in Figs. 4 and 5 
are subcooled at the channel outlet. It is pointed out on the 
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Fig. 6 Effects of A^*UB,o on CHF as a function of G* for both upflow 
and downflow (Gambill and Bundy, 1961; Kirby et al., 1967; Mirshak et 
al., 1959; Yiicel and Kakac, 1978) 

whole from Figs. 4 and 5 that the value of #CHF for both upflow 
and downflow is greater than the values predicted by Eq. (1), 
and it increases with increases of AT|U B 0 , under the same IG* I 
in the region of ATsUB.0 greater than zero, though the data 
scatter over a rather wide range. It is recognized in the figures 
that IG* I in the data for upflow is rather smaller than that 
for downflow at the same condition of ATsUB,0, but a signif­
icant and systematic tendency seems to be recognized com­
monly to upflow and downflow in Figs. 4 and 5: that <?CHF/ 
<7CHF,I increases with decreasing IG* I under the same ATs*UB,o. 

Figure 6 shows the data for both upflow and downflow to 
make clear a relationship between the effects of ATSUB.O and 
\G*\, taking (<7CHF/<7CHF,I - l)/ATs*UB.o as the ordinate and 
IG* I as the abscissa. A bold solid line shown in Fig. 6 is a 
best-fit line for the data and is expressed as follows: 

<7CHF 
—* : 

<7CHF,1 

, 5 0 0 0
 AV* 

\G*\ '° 
(11) 

It should be mentioned here in Fig. 6 and in Eq. (11) that 
the CHF increases with an increase of ATSUB.O and the effect 
of ATSUB.O increases with a decrease of IG* I. From Figs. 4 
and 5, the effect of ATSUB.O on qcHF for upflow seemed to be 
different from that for downflow. It is now understood that 
it was due to the difference in the magnitude of IG* I and was 
not to the difference in flow direction. The CHF for both 
upflow and downflow can be expressed by Eq. (11) in the same 
way, considering the effects of both ATS*UB,O and IG* I. 

Theoretical and physical reasoning do not yet explain why 
the effects of ATs*uB,o and IG* I can be expressed in the form 
of Eq. (11), but the following discussion should help in un­
derstanding the reason or give us some clue for it. 

Under the condition of subcooled forced-convection flow, 
the dimensionless heat flux q* is expressed as below by using 
dimensionless heat transfer coefficient h* and dimensionless 
temperatures, T*v and T*b. 

q* = h*(T*w-T*b)=h*(&T: + AT*b) 

The #CHF u nder the subcooled condition can, therefore, be 
expressed as 

qCHF = h AT, | 1+-
1 SUB.O 

, ATs 

at the channel exit. 
Here, h*AT* is assumed to be approximately equal to q* 

CHF.II which is the CHF under the saturated condition, and 
thus, 

(<7CHF/<7CHF,I) — 1 1 
:ATT ATSUB.O 

It is well known that a form of AT* = A •<?* 

not only in the fully developed nucleate boiling region but also 
in the region from the departure of nucleate boiling to the 
critical heat flux point. 

Thorn et al. (1966) reported that n is 1/2 for forced-con­
vection nucleate boiling. On the other hand, Gaertner (1965) 
reported from a photographic study of nucleate pool boiling 
that n is 1/0.6 in the second transition region where the burnout 
will follow after the departure of fully developed nucleate 
boiling. 

By using the correlation <7CHF,I = 0.0051G* I0'61' under the 
saturated conditions obtained so far, the following are intro­
duced from the correlations proposed by Thorn et al. and 
Gaertner, respectively: 

and 

(<7CHF/#CHF,I) — 1 
* 

ATsiin.n 

(<7CHF/<7CHF,I) — 1 
* 

A TOUR n 

1 
= ATJ 

:A7f 

4.4 xlO5 

= | G* | 0.30 

4.48 xlO3 

= I Q* | 1.02 

These correlations are illustrated in Fig. 6 for comparison. 
It is very suggestive that the latter gives almost the same pre­
diction as Eq. (11). More accumulation of experimental data 
on q* versus AT* in the region from the departure of fully 
developed nucleate boiling to the CHF point should, therefore, 
help in understanding the mechanism of critical heat flux. 

It is also pointed out as one of the major features in Fig. 6 
that no significant differences in the tendency of (<7CHF/I7CHF,I 
- 1)/ATS*UB,O versus 1(7*1 are observed between upflow and 
downflow for IG* I larger than about 500. On the other hand, 
there seems to be a tendency that the values of (#CHF/<7CHF,I 
- l)/ATs*uB o for downflow are smaller than those for upflow 
for IG* I less than 200. 

It would be pointed out as a major reason for this that heat 
transfer will deteriorate near the heated surface because of 
accumulation of bubbles generated near the heated surface, 
due to the intensified effect of buoyancy when mass flux be­
comes relatively low in the subcooled downflow. The speed of 
bubbles rising in a stagnant water column will be 0.01 to 0.3 
m/s. Bubbles will be stagnant in downflow with IG* I of 2 to 
80 when bubbles are assumed to be 0.1 to 1 mm in diameter 
at a system pressure of 0.1 to 4 MPa, according to the exper­
imental results of Peebles and Garber (1953). It would be, 
therefore, understood that there is no difference in character­
istics of the CHF between upflow and downflow for IG* I 
larger than 500, which is significantly larger than 2-80. On the 
other hand, the CHF for downflow would become smaller 
than that for upflow when IG* I approaches 80-2. 

A Modified CHF Correlation Scheme 
From the discussion above, a new CHF correlation, in which 

the effect of subcooling at.the channel outlet is considered, is 
proposed by using Eqs. (1) and (11), and is expressed as follows: 

<7CHF,4 = 0.005- IG* I0611 (l + ^ . A T S * U B , O ) (12) 

Equation (12) shows that the CHF increases with an increase 
of ATS*UB,O and the effect of ATS*UB.0 on the CHF increases with 
a decrease of IG* I compared with Eq. (1). Now, Eq. (12) can 
be applicable to both upflow and downflow in the range of 
<7CHF,I ^ <7CHF,2-

Equation (12) is rewritten as follows with the subcooling at 
the inlet of the channel, ATs*UB,„(= Cp • ATS UB iJhj^ because 
of ATs*UB,o = ATsVm - (?*/G*) • (AH/A)\ ' 

<7CHF,4 = 0 . 0 0 5 » ! G * I 0.611. 

can be applied 

5000 . 
IG* I SUB.'" 

1 + 2 5 . I G * | - 1 3 8 9 . ^ 
A 

(13) 
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Fig. 7 Modified CHF scheme proposed in this study 

It should be noted here that in the case of nonuniform heat 
flux channels, such as those of Kaminagaetal., Eq. (13)cannot 
be applied directly to the prediction of CHF. Some additional 
consideration, such as adoption of the maximum heat flux as 
the CHF, should be paid to Eq. (13), though this gives a 
conservative prediction of the CHF for nonuniform heat flux 
channels. 

Thus, Fig. 7 presents the scheme of CHF correlations pro­
posed newly in this study for upflow and downflow, taking 
QCHF as the ordinate and IG* I as the abscissa. Equation (12) 
is a new correlation for predicting the CHF under high mass 
flux for both upflow and downflow. In Fig. 7, three regions 
for a high, medium, and low mass flux are defined as Region 
I. Region II, and Region III for upflow, and Region I, Region 
I I ' , and Region III for downflow. 

It should be mentioned here that Eq. (2) gives the upper 
limits for Eq. (12) in Region I of G* > G* as shown in Fig. 
7 because Eq. (2) gives the condition of A7SUB,O = ° f ° r both 
upflow and downflow in Region I of G* > G*. 

In Region I where the mass flux is high, a difference in CHF 
is not observed between upflow and downflow in this study 
and the CHF for both upflow and downflow is well predicted 
by Eq. (12). In this region, Ars*UBi0 and G* have significant 
effects on the CHF. A larger A 7 ^ , 0 gives a larger CHF with 
the same J G* I and a larger IG* I gives a larger CHF with the 
same ATsVo-

In the medium mass flux region, the CHF for downflow is 
expressed by Eq. (2) and is much lower than that for upflow 
with the same IG* I. Therefore, a flow direction has a signif­
icant effect on the CHF in the medium mass flux region. In 
Region II for upflow where A7"S*UB,O = 0, the CHF is predicted 
solely by Eq. (1) and only G* has a significant effect on the 
CHF. On the other hand, in Region II ' for downflow, the 
CHF is predicted by Eq. (2). In this region, A:TSUB,/»> IG*I 
and a ratio of the flow area to the heated area, A/AH, have 
significant effects on CHF. 

In Region III for both upflow and downflow where mass 
flux is very low or the flow condition is a countercurrent flow 
with G* = 0, CHF is predicted by Eq. (3). In this region, the 
ratio of the flow area to the heated area, A/AH, and a channel 
width Whave significant effects on the CHF. Under the CCFL 
condition with a large L/De the temperature of water supplied 
into the channel would at last become a saturated temperature 
because water is well mixed with upflowing steam generated 
in the channel at the top of the channel, even if water is 
subcooled at first. Therefore, ATs*UB]/„ and IG* I would have 
no significant effects on the CHF. Equation (3) is a common 
correlation for predicting the minimum CHF for both upflow 
and downflow. 

Figures 8(a) and 8(b) illustrate the regions described above 
for upflow and downflow, respectively, taking IG* I as the 
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ordinate and A7SUB,I» as the abscissa. These regions are func­
tions of not only IG* I but also Ars*UB,/„. 

A boundary between Region I and Region II or I I ' is cal­
culated and identified as follows by using Eqs. (1) and (2): 

G, = 
0.005 

(14) 

AT, SUBJn 

Equation (14) shows that G* decreases with an increase of 
A7suB,m and a larger A/AH gives a smaller G* with the same 
A7sUB,/n-

A boundary between Region II and Region III is calculated 
and identified as follows by using Eqs. (1) and (3): 

G2 = 140. 
VTfVX 

1 + 1 ^ 
Pi 

(15) 

Equation (15) shows that G% increases with an increase of 
A/AH and Wfh. With increasing pressure, pg/pt would in­
crease; therefore, G2* would decrease. Equation (15) is not a 
function of ATsuB.m-

A boundary between Region II ' and Region III is calculated 
and identified as follows by using Eqs. (2) and (3): 
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= 0.7-
>JW/\ 

1 + 1 ^ 
Pi 

(16) 

•Ars, 

Equation (16) shows that Gt, increases with an increase of 
W/\ and decreases with an increase of Ar|UBi/„. With increas­
ing pressure, pg/p/ would increase, and therefore, G3* would 
decrease. 

Comparison of Modified C H F Correlation Scheme and 
Experimental Data 

Figures 9(a-d) show the comparisons of all the available 
experimental data shown in Table 1 with the modified CHF 
scheme, taking the measured <?CHF as the ordinate and #CHF 
predicted by the CHF scheme as the abscissa, in order to 
estimate the error of the CHF scheme. The figures on the right-
hand side show the region where the data belong, taking IG* I 
as the ordinate and ATSUB./H as the abscissa. 

Figure 9(a) shows the comparison of all the experimental 
data that belong to Region I for both upflow and downflow 
with Eq. (12), </CHF,4- Region I is identified by using Eq. (14). 
The comparison shows that Eq. (12) gives a good prediction, 
allowing the rms error of ±33 percent to the lower and upper 
limits of the experimental data. 

Figure 9(b) shows the comparison of all the experimental 
data that belong to Region II for upflow with Eq. (1), <?CHF,I-

Region II is identified by using the combination of Eqs. (14) 
and (15). The comparison shows that Eq. (1) gives a good 
prediction, allowing the rms error of - 33 percent as the lower 
limit of the experimental data. In this region' some of the data 
are greater than +33 percent of the values predicted by Eq. 
(1). 

Figure 9(c) shows the comparison of all the experimental 
data that belong to Region I I ' for downflow with Eq. (2), 
<?CHF,2- Region I I ' is identified by using the combination of 
Eqs. (14) and (16). The comparison shows that Eq. (2) gives 
a good prediction, allowing the rms error of - 33 percent as 
the lower limit of the experimental data. In this region some 
of the data show the errors greater than + 33 percent to the 
values predicted by Eq. (2). 

Figure 9(d) shows the comparison of all the experimental 
data that belong to Region III for both upflow and downflow 
with Eq. (3), <7CHF,3- Region III is identified by using Eq. (15) 
for upflow and Eq. (16) for downflow. The comparison shows 
that Eq. (3) gives a good prediction, allowing the rms error of 
- 33 percent as the lower limit of the experimental data. In 
this region some of the data also show rms errors greater than 
+ 33 percent for the values predicted by Eq. (3). 

Figures 10(o, b, c) show comparisons of the Zenkevich, 
Katto, and Gambill correlations, which can evaluate the effects 
of mass flux and subcooling with experimental data for Region 
I in both upflow and downflow, respectively. The predictions 
from the correlations are not as good as that from Eq. (12). 

Comparison of the results of all the experimental data with 
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• DOWNFLOW 

I C H F . 4 M 
SUB, in 

Fig. 9(a) Comparison of CH F between prediction (Eq. (12)) and the experimental results (Gambill and Bundy, 
1961; Kirby et al., 1967; Mirshak et al., 1959; Mishima, 1984; Sudo et al., 1985a; Yiicel and Kakac, 1978) for 
Region I in both upflow and downflow 
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Fig. 9(b) Comparison ol CHF between prediction (Eq. (1)) and experimental results (Kaminaga et al., 1991; 
Mishima, 1984; Sudo et al., 1985a; Yiicel and Kakac, 1978) for Region II in upflow 
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Fig. 9(d) Comparison of CHF between prediction (Eq. (3)) and the experimental results (Kaminaga et al., 
1991; Mishima, 1984; Sudo et al., 1985a) for Region III in both upflow and downflow 

Fig. 10(a) Comparison of Zenkevich correlation (Eq. (9)) with experi­
mental data for Region I in both upflow and downflow (Gambill and 
Bundy, 1961; Kirby et al., 1967; Mirshak et al., 1959; Mishima, 1984; Sudo 
et al., 1985a; Yucel and Kakac, 1978) 

the modified CHF scheme described above show that Eqs. (1), 
(2), (3), and (12) give good predictions against almost all the 
experimental data. But Eqs. (1), (2), and (3) somewhat un-
derpredict the CHF against some of the experimental data even 
though the rms errors of 33 percent are allowed. It is considered 
that these errors are due to the following reasons: (1) The 
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Fig. 10(b) Comparison of Katto correlations (Eqs. (4)-(6)) with experi­
mental data for Region I in both upflow and downflow (Gambill and 
Bundy, 1961; Kirby et al., 1967; Mirshak et al., 1959; Mishima, 1984; Sudo 
et al., 1985a; Yucel and Kakac, 1978) 

experimental data were obtained under various experimental 
conditions (pressure, configuration of channels, etc.) as shown 
in Table 1, but the predicted CHF for each of Regions I, II, 
II ' , and III was calculated by only one correlation, which was 
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Fig. 10(c) Comparison of the correlation of Gambili et al. (Eq. (10)) with 
experimental data for Region I in both upflow and downflow (Gambili 
and Bundy, 1961; Kirby et al., 1967; Mirshak et al., 1959; Mishima, 1984; 
Sudo et al., 1985a; Yiicel and Kakac, 1978) 

proposed by the authors. (2) For Region III, the experimental 
data themselves scattered widely because the flow in this region 
was not stable due to low flow rates. (3) For Region II ' , the 
experimental data themselves also scattered widely, even though 
flow rate in this region was greater than that in Region III, 
because the flow was not stable under the condition of co-
current downflow or countercurrent flow. 

From the viewpoint of thermohydraulic design and safety 
evaluation of the nuclear research reactors, however, it is con­
sidered that these underpredictions are the margin for using 
these correlations. As the rms error of - 33 percent is estimated 
for the CHF scheme, it is recommended that the Minimum 
DNB (Departure from Nucleate Boiling) Ratio should be larger 
than 1.5, which is equivalent to an rms error of -33 percent 
in this study, in the case that the proposed CHF scheme is 
adopted in the core thermohydraulic design. 

Conclusions 
This study investigated the kind of factors that affect CHF, 

and it was found that mass flux, inlet subcooling, outlet sub-
cooling, flow direction, pressure, and configuration of chan­
nels have significant effects on CHF. The effects of these 
factors on CHF were also estimated. A CHF scheme for both 
upward and downward flows was, thus, established within the 
ranges of pressure of 0.1 to 4 MPa, mass flux of -25,800 to 

+ 6250 kg/m2s including stagnant flow conditions, inlet sub-
cooling of 1 to 213 K, outlet condition extending from sub-
cooling of 0-74 K to quality of 0-1.0, and the ratio of heated 
length to equivalent hydraulic diameter L/De of 8 to 240. It 
was also made clear that rms errors of CHF correlations used 
in the proposed CHF scheme were within - 33 percent. It is 
proposed that when this CHF scheme is applied, the Minimum 
DNB Ratio should be larger than 1.5, which is equivalent to 
the correlation error of -33 percent, in the core thermo­
hydraulic design of nuclear research reactors. 
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The Numerical and Experimental 
Study of a Power Plant Condenser 
A numerical and experimental study to evaluate the performance of a power plant 
condenser has been carried out. Numerically, physically relevant effects are taken 
into consideration through a quasi-three-dimensional approach. The equations gov­
erning the conservation of mass, momentum, and air mass fraction are solved in 
primitive variable form using a semi-implicit consistent control-volume formulation 
in which a segregated pressure correction linked algorithm is employed. The modeling 
of the condenser geometry, including tube bundle and baffle plates, is carried out 
based on a porous medium concept using applicable flow, heat, and mass transfer 
resistances. The measurement program included determinations of the steam pres­
sures on the tube bundle perimeter (96points), steam temperatures (96 locations), 
inlet tube sheet water pressure distributions (26 measurements), outlet tube sheet 
flows and temperatures (26 points), hot well flow, and enthalpy in addition to all 
makeup and extraction flow rates as a function of load. The measurement program 
and its implementation are briefly described. One data set is compared with the 
numerical predictions. 

I Introduction 
Steam surface condenser failure can be a major cause in loss 

of unit availability and performance in the power industry 
(Diaz-Tous, 1983). This may be associated with current trends 
of increasing power output, which have imposed additional 
demands upon condenser efficiency and size. Improved con­
denser designs are therefore required, which, in turn, require 
both a better understanding of the physical phenomena in­
volved and enhanced design tools. Numerical modeling can 
provide a viable and reasonably inexpensive route to study the 
latter. Ultimately, fully benchmarked and tested design tools 
based on numerical models and techniques may provide means 
of studying new configurations at minimum cost, and thus the 
need for time-consuming and expensive full-scale prototype 
testing can be reduced. 

Early studies of fluid flow and heat transfer in power plant 
condensers used the network method, e.g., Barsness (1963) 
and Chisholm et al. (1966). Although this technique has proved 
to be very useful, it has the shortcoming of relying heavily on 
experimental data for performance prediction. In this method, 
an a priori knowledge of flow patterns is required and the 
shape of the tube nest cannot be taken into account. In recent 
years, with the development of large computers, it has been 
possible to use more sophisticated numerical techniques, which 
allow detailed analysis of steam flow, heat transfer, and tube 
nest shape in condensers. The advantage of using these tech­
niques in the prediction of condenser performance is that the 
details of the tube nest shape can be accounted for. This permits 
the designer to investigate the influence of alternatives to the 
shape of the tube nest and placement of baffles or other flow 
obstacles. It also provides detailed information on pressure, 
temperature, velocity, and noncondensable gas concentration 
distributions. 

A considerable amount of research has been conducted in 
modeling condensers; however, in most cases the modeling is 
conducted under the assumption of two dimensionality for the 
flow. Relevant works are those of Davidson and Rowe (1981), 
Caremoli (1983), Al-Sanea et al. (1983), and Shida et al. (1982). 
The choice of a two-dimensional representation can be rea-
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soned in terms of computational speed and memory, and, in 
addition, the thermal hydraulic phenomena are not sufficiently 
understood to permit their description in a well-defined set of 
three-dimensional constitutive equations. The two-dimen­
sionality condition, however, may impose undue restrictions 
upon the analysis as explained by Brickell (1981). The shell-
side flow within large power plant condensers is, in general, 
highly three dimensional. A practical approach is thus needed 
to establish an algorithm, particularly for power plant con­
densers, to include three-dimensional effects realistically and 
practically in both the untubed and tubed regions of the con­
denser. The open literature has given little attention to pre­
dicting and measuring the three-dimensional fluid flow and 
heat transfer in power plant condensers. The present study is 
a first step to fullfill this need. 

In this work, a numerical procedure has been developed to 
evaluate the thermal performance of a power plant condenser 
using coupled heat transfer and fluid flow calculation proce­
dures. The three-dimensional effects due to the difference of 
cooling water temperature have been included in the calcula­
tion. The predicted results are compared with measurements 
obtained on a 350 MWe unit to benchmark the procedure and 
validate the computer program. The condenser considered is 
a dual bundle underslung, axial "one path" tube bundles in 
a single shell condenser. Only one bundle is considered with 
a plane between and equidistant to the two tube bundles in 
the shell assumed to be a plane of symmetry. This exercise 
also provides an additional indication on the applicability and 
predictive capability of the algorithm for this type of config­
uration. The present work is a further extension of recent work 
by Zhang and Sousa (1989a, 1990). In the previous work (Zhang 
and Sousa, 1989a), the proposed two-dimensional numerical 
procedure was used to predict the steam flow and heat transfer 
for an experimental condenser described by Fujii et al. (1972); 
those predicted results agreed well with the experimental data. 

The governing equations describe conservation of mass and 
momentum of the mixture, and noncondensable gas mass frac­
tion, which include the diffusive terms. Tube bundles and 
baffle plates are modeled using hydraulic resistances. The con­
version of the differential equations into equivalent finite-
difference equations is carried out by a control-volume for­
mulation. A staggered grid is used to perform the discretiza­
tion, and the resulting discretized equations are solved in 
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primitive variables using the algorithm suggested by Van Door-
maal and Raithby (1984). 

II Numerical Method 
The shell-side and water-side flows are treated as steady 

state, and the steam-side flow is assumed to behave as an ideal 
mixture made up of noncondensable gases and steam only. 
The steam is taken as saturated. The mixture of noncondens­
able gases (primarily air) and steam is, for simplicity, assumed 
to be a perfect gas, although, other equations of state could be 
considered. The density is computed locally according to the 
perfect gas state equation. The air is assumed to be of suffi­
ciently small volume; consequently the air momentum differ­
ences can be neglected and the flow can be treated solely by 
diffusion theory. 

2.1 Conservation Equations. The two-dimensional 
steady-state porous medium volume-averaged conservation 
equations of mass, momentum, and air mass fraction, with 
flow, heat, and mass transfer resistances, are written in the 
Cartesian coordinate system. An isotropic porosity, /3, which 
is employed to describe the flow volume reduction due to the 
tube bundle and baffles for each control volume, is defined 
as: 

Momentum Conservation Equations for the Mixture: 

Volume occupied by the fluid 
Total volume (1) 

(3 is thus a function of the local tube placement and grid 
selection. This results in the following set of equations: 

Mass Conservation Equation for the Mixture: 

-ftm •Z-(0PU)+T-@PV) = 
dx dy 

d d „ d / du 3 / du 

-(3^-f3mu-pFu (3) 

(4) 

(2) 

d d „ d I dv\ d I dv 
- Wpuv) + - Wpvv) = - ( ^ e - j + - ^ -

-pf-0mv-PFtt dy 

Conservation of Air Mass Fraction: 

(5) 
where the dependent variables are: velocity components, u and 
v; pressure, p\ air mass fraction, <f>. 

2.2 Auxiliary Relationships 

(/) Momentum Source Term. The local hydraulic flow 
resistances , Fu and Fv, in the momentum equations caused by 
the tube bundle and/or baffles, are related to the pressure loss 
coefficients, £„ and £„, by 

Fu = iupuUp, (6) 
Fv = HvPvUp. (?) 

There is no general expression for the pressure loss in con­
densing tube banks, as most of the existing correlations for 
the pressure loss were developed based on the experimental 
data for specific configurations of single phase flow. Since 

Nomenclature 

A = heat transfer area, m2 

C = gas constant, J/kg K 
cp = specific heat at constant 

pressure J/kg K 
D = diffusivity of air in vapor, 

m2/s 
£>, = inner diameter of tube, m 
D0 = outer diameter of tube, m 

ERRX = error norm for x-momen-
turn equation 

ERRY = error norm for /-momen­
tum equation 

ERRM = ratio of maximum absolute 
continuity error to inflow 
rate 
Froude number = 
M2/p]gD0 

Fr 

Fu, Fv - flow resistance forces in 
momentum equations, N/ 
m3 

/«. fv = friction factors 
g = gravitational acceleration, 

m/s2 

L = latent heat of condensation, 
J/kg 

M = mass velocity of steam 
through maximum flow 
area, kg/m2s 

M = total steam condensation 
rate, kg/s 

Mn = steam condensation rate on 
the nth tube row, kg/s 

EM„ = total water flow rate over 
the «th tube row, kg/s 

m = steam condensation rate per 
unit volume, kg/m3s 

TV = number of tubes in each 
control volume 

P = tube pitch, m 
Pr = Prandtl number = cPix/k 
p = pressure, Pa 
R = thermal resistance, m2K/W 

Re„, = Reynolds number for maxi­
mum flow area = p,MD0/ 
PsfJ-c 

Re„ = ^-direction Reynolds num­
ber = puD0/fi 

Re„ = /-direction Reynolds num­
ber = pvD0/ix 

T = temperature, K 
Up = velocity vector magnitude 

= (u2+v2)U2 m/s 
u = velocity component in the x 

direction, m/s 
V = volume, m3 

v = velocity component in the y 
direction, m/s 

x = main flow direction coordi­
nate, m 

y = cross-stream coordinate, m 
a = heat transfer coefficient of 

shell side = 1(RC + RB) W/ 
m2K 

13 = local volume porosity 
/3, = porosity in tube bundle re­

gion 
X = thermal conductivity, W/m 

K 
fx = dynamic viscosity, kg/m s 

jxe = effective dynamic viscosity, 
kg/m s 

Hi = turbulent dynamic viscos­
ity, kg/m s 

p = density, kg/m3 

4> = air mass fraction = pa/p 
lu> iv = pressure loss coefficients, 

1/m 

Subscripts 
a 
c 

cs 
s 
t 
u 

V 

w 

= air 
= condensate 
= steam/condensate interface 
= steam 
= tube wall or tube bundle 
= parameter in x-momentum 

equation 
= parameter in /-momentum 

equation 
= cooling water 

Unsubscripted properties are properties 
for the mixture. 
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both x and y components of the velocity are normal to the 
tube bundle, the equations for £„ and £„ have a similar form, 
so as a first approximation, these coefficients are calculated 
by using a modified form of the expressions proposed by 
Rhodes and Carlucci (1983), namely: 

*» = = 2ft 
£„ = 2 

P-Dt 

PIS 
P-D, 

1-ff 

1-A. 

1-/3 

1-/3, 

(8) 

(9) 

The friction factors,/,, and/„, are given as: 

fu = 

fv = 

f0.619 Re"1 Reu<8000 

1.156 Re'0-2647; 8000<Re„<2x 105, 

0.619 Re~' 

1.156 Re, 

Re„<8000 

-0.2647. 8000<Re„<2xl0 5 . 

This type of expression, when applied to single-phase flow, 
is accurate to ± 12 to ± 18 percent, as stated by Zukauskas et 
al. (1988). 

In the present work, the tube bundle is laid out in an equi­
lateral triangular pattern, and the porosity within the entirely 
tube-filled region, j3,, is defined as 

The local porosity, /3, is determined by 

N 0 = 1 ( 1 _ f t ) > 

where N is actual tube number in the given control volume 
and N, is the tube number under the assumption that the control 
volume is within the entirely tube-filled region. 

(ii) Mass Source Term. The steam condensation rate per 
unit volume, m, can be obtained by a simple energy balance 
equating the phase change enthalpy with the heat transfer rate, 
namely: 

T— T 
(10) 

where V is the volume of the given control volume and A is 
the surface area of the tubes within the control volume. 

The cooling water temperature for each control volume, Tw, 
is obtained by a heat balance between the steam and cooling 
water. The overall thermal resistance for each control volume, 
R, is calculated from various empirical heat transfer correla­
tions. 

For the water side thermal resistance, the McAdams relation 
(ASHRAE, 1989) is employed: 

^ " = 0 . 0 2 3 ^ Re0 / Pr°-4. (H) 

The fouling resistance, Rf, is taken as 3.5x10 m K/W, 
as suggested by Naviglio et al. (1988). The wall resistance for 
each tube is obtained with the assumption of one-dimensional, 
steady-state conduction, and it is given by: 

A, In 

Rf- 2X, 
(12) 

The existing data for heat transfer coefficients when con­
densation occurs do not lead to easy generalization, and, in 
general, information from different sources is required in order 
that a wide range of flow conditions can be studied. In this 
paper, since its purpose is to demonstrate the numerical cal­

culation method rather than to conduct a detailed analysis of 
the process, filmwise condensation is assumed and its resistance 
is calculated based on the work of Fujii et al. (1972): 

_\_ 
RFI 

--Kx[l + 
0.276 
X4Fr// Da 

(13) 

where 

K ~0.8 for in-line arrangement; 

K = 1.0 for staggered arrangement; 

X = 0.9[l + l/(rH)]1/3; 

Vr = M2/p]gD0; 

H=cpc(T-T,)/PrcL; 

Re,„ = pcMD0/psixc; 

r={pcfic/psns)
in. 

Equation (13) does not consider the condensate from the 
tubes above the nth tube where the condensate can reduce the 
effective heat transfer between the steam and the cooling water. 
The effect of inundation on condensation heat transfer is ac­
counted for by using the correction term proposed by Grant 
and Osment (1968). The condensate resistance, Rc, is evaluated 
by 

- 0.223 

Rc 

1 

RFII M„ 
(14) 

The resistance, to account for condensing steam having to 
diffuse through an air film close to tube surface, is evaluated 
by the Berman and Fuks (1958) relation: 

Ra 

aD 
Re 

P~P: 
T 

1 

(7"- Tay-

(15) 

where 

a = 0.52 and b = 0.7 for Re,<350; 

a = 0.82 and b = 0.6 for Res>350. 

The overall resistance to heat transfer for each control vol­
ume, R, is the sum of all individual resistances; thus, R, when 
related to the outer surface of the tube, can be written as 

R=R, + Rf+R, + Rc + Ra. (16) 

(in) Equation of State. The air and steam mixture is 
assumed to behave as a perfect gas. The perfect gas state 
equation is used to calculate the local mixture density, 

P 
CT' 

(17) 

where p is the local mixture pressure obtained from momentum 
and continuity equations, Cis the gas constant for the mixture, 
and T is the saturation temperature determined by the partial 
steam pressure, ps. C and ps are calculated by 

C=4>Ctt + (\-cj>)Cs, 

ps = —(\-4>)p 

(18) 

(19) 

where Ca and Cs are the gas constants for air and steam, 
respectively, and their values are 287.0 J/kg K and 461.4 J/ 
kgK. 

(iv) Effective Viscosity. The concept of an effective vis-
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cosity is used, which is defined as the sum of the laminar and 
turbulent viscosities, namely: 

lxe = H + H,. (20) 
For all simulations the turbulent viscosity, /z,, is assumed to 

be constant based on previous work by Zhang and Sousa (1990, 
1989b), mainly to save computer time. Typical values of the 
turbulent viscosity, p.,, are about twenty times the value of the 
dynamic viscosity, fi; however, studies indicate that severalfold 
variations in n, have no significant effect on the results (Zhang 
et al., 1991). This to some extent is not surprising, since the 
effect of turbulent wall shear stresses is introduced via the local 
hydraulic flow resistances. 

2.3 Boundary Conditions. The boundary conditions for 
the inlet, vent, solid walls, and plane of symmetry are: 

Inlet: The velocity and air mass fraction are specified at 
the inlet boundary. 

Vent: A mass imbalance correction scheme as described 
by Theodossiou et al. (1988) is used to update the velocity at 
the vent. The air mass fraction at the vent is determined by 
equating the inlet air mass flow rate to the air mass flow rate 
at the vent, 0inlet x inlet mixture mass flow rate = 0vent x 
outlet mixture mass flow rate, where the mixture mass flow 
rate at the vent is calculated based on the inlet mixture mass 
flow rate and the condensation rate. 

Walls: The shell walls of the condenser are assumed to be 
nonslip, impervious to flow, and adiabatic. Thus, the normal 
velocity components are equal to zero and air mass fraction 
gradients normal to the walls are set to zero 

Plane of symmetry: Along the center line the derivatives 
with respect to the cross-stream direction of all field variables 
are set to zero. 

The inlet steam pressure is specified as an input. 

2.4 Solution Procedure. The discretization of the differ­
ential equations, Eqs. (2), (3), (4), and (5), is carried out by 
integrating over small control volumes in a staggered grid. 
Since these equations are coupled together and are highly non­
linear, an iterative approach is used for their solution. An 
outer iteration is employed comprising the following sequence 
of operations: 

(i) The momentum equations, Eqs. (3) and (4) after dis­
cretization, are solved based on a pressure field taken 
from the previous iteration. 

(//) A Poisson equation for the pressure correction, de­
rived from the continuity equation, Eq. (2), is solved, 
and at the end of each outer iteration loop, pressures 
and velocities are corrected. 

(Hi) The air mass fraction </> is obtained from the discretized 
form of its transport equation, Eq. (5). 

(iv) The density, momentum source, and mass source terms 
are then updated from Eqs. (17), (6), (7) and (10). 

(v) The new cycle is repeated from (i) unless the conver­
gence criteria described below are satisfied. 

2.5 Convergence Criteria. Based on numerical tests, the 
convergence criteria for the overall computational procedure 
have been specified as: 

(/) The error norms for the momentum equations are 
reduced to less than 10"5. 

(//) The maximum absolute continuity error is reduced to 
less than 0.001 percent of the inflow. 

The error norms for the x- and ^-momentum equations are 
defined as: 

ERRX = 

ERRY = 

, ( « + » . An) 

An) 

„ ( " + ! ) _ j / n A r 

„<"> 

/(Total No. of grids) 

/(Total No. of grids) 

where «(" + 1) and y<"+1) are current values, and «1"' and vi") 

are values from the previous cycle. 

2.6 Three-Dimensional Effects. Three-dimensional ef­
fects occur in large power plant condensers primarily due to 
cooling water temperature gradients, which lead to a space-
variable sink potential. For power plant condensers with par­
tition plates and large entrance area, however, a valid as­
sumption is to consider that the shell-side flow has negligible 
velocity components parallel to the tube bundle since the par­
tition plates restrict flow in the third direction. Thus, the con­
denser shell-side may be subdivided into a number of two-
dimensional domains normal to the cooling water flow direc­
tion. In each subdomain, the flow is therefore assumed to be 
two dimensional, with the domains interacting with each other 
through the "thermal memory" of the cooling water on the 
tubeside. Calculations for each plane are made sequentially 
starting from the cooling water inlet end. The outlet cooling 
water temperature of the preceding subdomain is used as the 
inlet cooling water temperature for the successive subdomain. 
A similar marching procedure is used for the successive sections 
of the condensers. Thus, the two-dimensional approach de­
scribed above is extended to a three-dimensional one by a series 
of step-by-step two-dimensional calculations, each being for 
one sector. The validity of this approach is enhanced by the 
fact that maximum temperature difference over the total length 
of the test condenser is only approximately 2°C. 

III Flow Configuration 
The geometric and operating parameters for the Unit #1 

steam condenser at Coleson Cove Generating Station (New 
Brunswick Electric Power Commission) are given in Table 1. 
Figure 1 depicts a side view of this dual bundle in-line under-
slung condenser. The dimension of the condenser is 
5.2x3.5 x 17 m3 and consists of 6720 tubes in two bundles. 
There are 15 full partition plates (tube bundle supports), which 
divide the condenser into 16 sectors in the direction of the 
cooling water flow. The system shown in Fig. 1 is considered 
to be symmetric with respect to a vertical center plane. The 
tube layout of the tube bundle for one half of the condenser 
placed in the shell is shown in Fig. 2. The right-hand side and 
the bottom are solid walls and the left-hand side is a presumed 
symmetric center line. The air extraction vent is located in the 
middle of the tube bundle. Steam enters the condenser from 
top as shown in Fig. 2. 

IV Measurement Program 
The experimental data employed in this study are referred 

to operating conditions of Oct. 19, 1989. The instrumentation 
layout is shown in Fig. 1. Figure 3 indicates the steam pressure, 
steam temperature, and cooling water temperature measure­
ment locations. The measurements of steam pressure and steam 

Table 1 Geometric and operating parameters for a 350-MW8 condenser 

Geometrical Parameters 

Condenser Length (m) 

Tube Outer Diameter (mm) 

Tube Inner Diameter (mm) 

Tube Pitch (mm) 

17 

25.4 

22.9 

33.3 

Operating Parameters at 350 MWe 

Inlet Temperature of Cooling Water (°C) 

Inlet Velocity of Cooling Water (m/s) 

11.1 

2.2 
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Steam Inlet 

15 Tube Bundle Supports 6*16 Steam Pressure Taps 
Air Extraction 
Pressure Tap 

Air Vent 

26 Water Side 
• Pressure 
Sensing Lines 

Condensate 
Pressure Tap 

Condensate'—' 
Extraction Pump 

• Inlet CCW 

Annubar Flow 
Measurement 
(Condensate Flow) 

Fig. 1 Longitudinal section of unit #1 condenser at NBEPC Coleson 
Cove 
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Steam inlet 

1 
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1 
U— 0.4n -0.4m -»J 

Fig. 2 Tubing arrangement of condenser 

temperature are made on 16 planes transverse to the tube 
bundle axis at points of midspan between support plates. The 
steam total pressure and temperature measurements were ob­
tained at six fixed locations in each plane. Cooling water flow 
rates, temperatures, and pressures at the outlet were obtained 
in 26 fully instrumented tubes located strategically in the bun­
dle. 

4.1 Steam Pressure Measurement. The steam total pres-

DC> 

finnn 1 2 

5 "& 
09 09 

<3C 

Fig. 3 Locations of steam pressure, steam temperature, and cooling 
water temperature measurement: A-F = steam pressures; a-f = steam 
temperatures; 1-26 = outlet cooling water temperatures 

sure measurements were obtained at six fixed locations external 
to the tube bundle as shown in Fig. 3. Each fixed pressure 
port on a given plane is connected to an absolute pressure 
transducer, externally located to the condenser shell through 
a manifold arrangement using a stepping motor controlled "0" 
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Fig. 4 Grid used for the simulation 

ring sealed valve. To obtain pressure measurements sequen­
tially for each port, these valve are automatically operated by 
a data acquisition system. 

4.2 Steam Temperature Measurement. The steam tem­
perature measurements were obtained using thermocouple 
probes through plugged tubes on the waterside. Since there is 
no water flow through the plugged tubes, these tubes are as­
sumed to be in thermal equilibrium with the surrounding steam. 
The thermocouples located along the inner wall of the tubes 
give a good measurement of the local total steam or adiabatic 
tube wall temperatures. The condensate falling on the plugged 
tubes containing the thermocouples will certainly interfere with 
the measurements of steam temperatures, particularly in the 
region of lower tube rows. The authors, however, have con­
siderable confidence in these measurements. They check well 
with operating values, energy balance, and hot well temper­
atures. Furthermore, the eventual errors in these measurements 
tend to be minimal since no condensation occurs on the plugged 
tubes, and the splashing and turbulence are present in most 
of the shell-side flow. 

The results utilized here are only a preliminary set of ex­
perimental data. Complete details of the measurement pro­
gram, reliability, accuracy, and instrumentation are to be made 
available by Cooper et al. (1990). 

V Predicted Results 
The predictions are carried out in all 16 sections of the 

condenser. The flow is assumed to be two dimensional in each 
sector, since the partition plates restrict the fluid flow in the 
third direction. The calculations are thus made for 16 planes, 
which are located halfway between two successive partition 
plates. It may be expected that fluid flow and heat transfer 

25 100 125 50 75 

Cycles 

Fig. 5 Rate of convergence (plane No. 1): • -ERRX; A -ERRY; #-ERRM 

• / / / u n v v 

Fig. 6 Velocity vector plot (plane No. 1) 

conditions should differ in each sector due to the increase of 
cooling water temperature. The calculation domain is limited 
to only one half of the condenser due to symmetry as shown 
in Fig. 2. The calculations are performed in a mesh of 31 x 
26 in the main and crossflow directions, respectively, as shown 
in Fig. 4. Previous studies conducted by Zhang et al. (1991) 
indicate that a grid of this size adequately reflects the geometry, 
flow, and heat transfer. Figure 5 shows the rate of convergence 
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Fig. 7 Velocity distribution (plane No. 1) 

for the first plane. 125 outer cycles are required to satisfy the 
prescribed criteria for the first plane. An average of 90 outer 
cycles for 16 planes is required. 

In order to solve the governing equations, the inlet boundary 
conditions for the steam flow must be known. The steam inlet 
conditions are complicated due to the rotational effects of the 
turbine exhaust flow, the hood configuration, and internal 
structures. It is assumed, as a first approximation in this paper, 
that the inlet velocity profile is uniform for each sector. The 
mass flow rate for each sector is assumed to be equal to its 
maximum condensation rate at this sector, and the magnitude 
of inlet velocity in each sector is determined by the mass flow 
rate at this sector. The pressure at B is chosen as a reference 
pressure. Since the inlet air mass fraction is not available at 
this stage, a tentative value of 0.15 percent of inlet air mass 
fraction was made based upon air extraction capacity. The 
sensitivity studies on the effects of inlet air mass fraction in­
dicate that an increase of 0.1 percent in the inlet air mass 
fraction yields to a decrease of 0.48 percent of the steam con­
densation rate. 

The velocity vector plot for the first plane is shown in Fig. 
6. It can be seen from this figure that the velocity distribution 
in the vicinity of the bundle is nearly "parallel" to the tube 
bundle edge except for the "hot well" region. This particular 
flow pattern can be inferred from the experimental observa­
tions, and since a large proportion of the steam flow goes 
through the steam lanes, the result is not unexpected. Figures 
7 and 8 provide contour maps of velocity and steam pressure 
distribution in the first plane of the condenser. The pressure 
distribution around the tube bundle, in agreement with the 
measurement, is not uniform. The air mass fraction contour 

Fig. 8 Pressure distribution (plane No. 1) 

map is given in Fig. 9, which shows a sharp increase of air 
mass fraction in the vent region. There are two large air bubbles 
in regions 13 and 15 (Fig. 3) since steam velocities are lower 
in these regions. It is expected that regions 13 and 15 are poor 
condensation regions. The air mass fraction is as much as 25 
percent at region 13 in the first plane. The air mass fraction 
at the vent is relatively low. This may be attributed to the vent 
treatment. In the present approach, the air mass fraction at 
the vent is not specified as a boundary condition; instead, it 
is calculated based on the inlet air mass flow rate, which is 
equal to the outlet air mass flow rate, and the outlet mixture 
mass flow rate. The mixture mass flow rate at the vent is equal 
to the difference of the inlet mixture mass flow rate and steam 
condensation rate, and is of the order of 2 percent of inlet 
mixture mass flow rate. The air mass fraction at the vent is 
very sensitive to the condensation rate. A 1 percent error in 
the prediction of the steam condensation rate could result in 
as much as 100 percent difference to the air mass fraction at 
the vent. Figures 10 and 11 show the distribution of the con­
densation rates and mean outlet cooling water temperatures 
in each plane. It is interesting to note that the condensation 
rates in the first and last sectors are nearly twice and less than 
one half, respectively, the average value. To evaluate the effect 
of inundation upon condensation heat transfer further, the 
computations were also carried out without this effect. The 
shell-side heat transfer coefficient distributions with and with­
out inundation are depicted in Figs. 12(a) and 12(6). The dif­
ferences are dramatic. Inundation causes the shell-side heat 
transfer coefficient to drop by as much as 70 percent on the 
lower tube rows as compared to a noninundation condition. 
This drop leads to a condensation rate decrease of approxi-

Up (mis) P (kPa) 
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Fig. 9 Air concentration distribution (plane No. 1) 
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Fig. 10 Distribution of condensation rate 
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Table 2 Comparison of predicted and experimental steam pressures 

Steam pressure (Pa) 

Location 

Plane #1 

Plane #2 

Plane #3 

Plane #4 

Plane #5 

Plane #6 

Plane #7 

Plane #8 

Plane #9 

Plane #10 

Plane #11 

Plane #12 

Plane #13 

Plane #14 

Plane #16 

Plane #16 

Pred. 
Exp. 

Pred. 
Exp. 

Pred. 
Exp. 

Pred. 
Exp. 

Pred. 
Exp. 

Pred. 
Exp. 

Pred. 
Exp. 

Pred. 
Exp. 

Pred. 
Exp. 

Pred. 
Exp. 

Pred. 
Exp. 

Pred. 
Exp. 

Pred. 
Exp. 

Pred. 
Exp. 

Pred. 
Exp. 

Pred. 
Exp. 

A 

8193.6 
7731.5 

8479.5 
8042.1 

8390.7 
8143.7 

8290.8 
8273.7 

8189.3 
8168.8 

8486.4 
8526.1 

8455.9 
8287.0 

8441.3 
8326.7 

9072.5 
8916.3 

9127.9 
9051.4 

8939.1 
8923.2 

8874.4 
9002.9 

8867.6 
8959.9 

8892.2 
8819.2 

8862.9 
8821.4 

8851.5 
8865.8 

B 

8211.9 
8211.9 

8496.6 
8496.6 

8406.4 
8406.4 

8305.2 
8305.2 

8202.6 
8202.6 

8498.9 
8498.9 

8467.5 
8467.5 

8451.9 
8451.9 

9082.2 
9082.2 

9136.8 
9136.8 

8947.3 
8947.3 

8882.1 
8882.1 

8874.7 
8874.7 

8898.7 
8898.7 

8868.9 
8868.9 

8857.0 
8857.0 

C 

7819.6 
7991.0 

8138.7 
8169.6 

8101.3 
8203.0 

8045.4 
8278.3 

7976.4 
8270.0 

8291.1 
8295.1 

8286.5 
8319.2 

8297.3 
8314.1 

8942.7 
8894.9 

9015.0 
8858.1 

8841.9 
8834.3 

8789.0 
8881.6 

8793.3 
8856.3 

8827.9 
8792.6 

8807.0 
8778.1 

8803.2 
8716.8 

D 

7744.0 
7681.5 

8069.5 
7795.9 

8039.2 
7826.1 

7989.7 
7462.5 

7925.6 
8136.2 

8244.0 
7959.2 

8243.5 
8059.6 

8258.6 
8287.0 

8907.4 
8768.6 

8982.9 
8509.9 

8812.5 
8737.5 

8762.0 
8908.2 

8768.6 
8618.2 

8805.4 
8670.2 

8786.5 
8782.0 

8784.5 
8735.8 

E 

7919.8 
8001.8 

8230.3 
8111.7 

8175.6 
8069.8 

8105.4 
8117.8 

8026.7 
8266.1 

8337.1 
8236.5 

8324.8 
8315.9 

8327.9 
8388.0 

8968.9 
8924.4 

9036.7 
8855.8 

8859.7 
8889.3 

8804.0 
8868.3 

8805.6 
8772.3 

8837.7 
8788.9 

8814.9 
8771.7 

8809.3 
8778.0 

F 

7967.6 
7973.9 

8272,3 
8117.8 

8212.9 
8187.8 

8138.5 
8269.9 

8055.8 
8278.8 

8363.4 
8328.7 

8348.2 
8383.5 

8348.8 
8402.4 

8988.8 
9013.0 

9054.4 
8975.7 

8875.0 
8917.0 

8817.5 
8881.6 

8817.6 
8870.8 

8848.4 
8813.4 

8824.3 
8775.5 

8817.7 
8771.8 

Table 3 
tures 

Comparison of predicted and experimental steam tempera-

steam temperature (°CI 

Location 

Exp. 
40.44 
39.77 

40.53 
43.71 

38.81 
37.40 

39.57 
39.88 

40.57 
43.63 

40.70 
40.69 

Exp. 
41.27 
40.02 

41.35 
44.06 

39.98 
37.77 

40.52 
40.50 

41.38 
43.54 

41.49 
41.21 

Exp. 
41.31 
44.36 

40.01 
38.18 

40.56 
40.42 

41.33 
43.50 

41.43 
41.26 

Exp. 
41.15 
40.68 

41.22 
44.64 

39.97 
38.50 

40.53 
40.45 

41.23 
43.41 

Exp. 
41.03 
41.15 

41.09 
45.11 

40.48 
41.35 

41.09 
43.26 

41.17 
41.72 

Exp. 
41.80 
41.43 

41.86 
45.38 

40.93 
39.45 

41,31 
41.33 

41.86 
43.06 

41.93 
41.70 

Exp. 
41.82 
41.83 

41.87 
45.81 

41.39 
41.70 

41.87 
42.92 

41.94 
42.18 

Exp. 
41.88 
42.08 

41.92 
45.52 

41.10 
40.46 

41.47 
42.47 

41.92 
42.73 

41.98 
42.53 

Exp. 
43.34 
42.46 

43.37 
45.12 

42.38 
40.91 

42.92 
42.47 

43.38 
42.57 

43.43 
42.58 

Exp. 
43.51 
42.94 

42.59 
41.20 

43.13 
42.70 

43.55 
42.33 

43.60 
42.62 

Exp. 
43.16 
42.73 

43.19 
44.60 

42.43 
41.69 

42.83 
43.19 

43.20 
41.93 

43.24 
42.77 

Exp. 
43.06 
43.23 

43.09 
44.55 

42.46 
42.16 

42.77 
43.84 

43.09 
41.72 

43.13 
43.33 

Exp. 
43.09 
43.32 

43.11 
44.24 

42.53 
42.59 

42.82 
43.82 

43.11 
41.23 

43.15 
42.67 

Exp. 
43.18 
43.33 

43.20 
43.81 

42.64 
44.63 

42.93 
43.96 

43.20 
41.01 

43.23 
43.39 

Exp. 
43.15 
43.55 

43.16 
43.53 

42.66 
44.57 

42.92 
44.16 

43.17 
40.96 

43.19 
43.80 

Exp. 
43.15 
43.60 

43.16 
43.52 

42.69 
44.59 

42.94 
44.60 

43.17 
40.46 

43.19 
43.99 

- Experimental data are not available. 
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Fig. 13 Comparison of predicted and experimental steam pressures: 
(a) at location A; (b) at location F; a -predicted values; A -experimental 
values 

mately 13 percent for the first plane and 5 percent for total 
condensation rate. 

VI Comparisons and Discussion 
Comparisons for the steam pressures and steam tempera­

tures at the locations shown in Fig. 2 are listed in Tables 2 and 
3, respectively, for all 16 planes. Comparisons for the steam 
pressures at A and F for 16 planes are also shown in Fig. 13. 

The overall agreement is good considering the complex inlet 
conditions and the simplifying assumptions made. The max­
imum difference between the predicted and experimental pres­
sures is 5.9 percent, which occurs at location A of Plane #1. 
The errors of predicted pressure are less than or equal to 3 
percent for 89 out of 96 locations. The errors of predicted 
temperatures are less than or equal to 5 percent for 83 out of 
96 points. For the first three planes, the difference of exper­
imental pressures at A and B is large and pressure at A is much 
lower than pressure at B, while the difference of the predicted 
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Table 4 Comparison of predicted and experimental outlet cooling water 
temperatures 

Outlet cooling water temperature (°C) 

Location 

Pred. 

Exp. 

Location 

Pred. 

Exp. 

Location 

Pred. 

Exp. 

Location 

Pred. 

Exp. 

1 

34.23 

33.78 

8 

33.30 

35.51 

15 

31.33 

34.94 

22 

33.01 

34.05 

2 

34.30 

34.73 

9 

33.32 

16 

32.99 

33.93 

23 

32.86 

37.32 

3 

34.33 

34.55 

10 

32.45 

34.06 

17 

31.59 

29.43 

24 

32.85 

30.45 

4 

34.26 

33.73 

11 

32.36 

33.27 

18 

33.05 

34.49 

25 

32.89 

34.18 

5 

33.34. 

33.60 

12 

33.39 

34.22 

19 

32.68 

32.37 

26 

33.06 

36.36 

6 

33.65 

34.70 

13 

29.78 

32.86 

20 

32.59 

29.23 

7 

33.74 

32.78 

14 

31.05 

21 

32.73 

34.05 

* - Experimental data are not available. 

pressures at A and B is small. After the third plane, the ex­
perimental pressure difference between A and B is small, and 
the predicted pressures at A agree well with the experimental 
data, which can be seen from Fig. 13. A possible explanation 
for the large pressure difference between A and B may be 
attributed to the inlet flow distribution for which, unfortu­
nately, at this stage of the experimental program, there is no 
available information. This is a prime source of uncertainty 
between the predictions and the experimental data. The as­
sumption of flow symmetry between bundles for this type of 
condenser may also be questionable. The experimental data 
show that the temperatures at a and b nearly correspond to 
the saturated temperatures for the pressures at A and B, re­
spectively. In the simulation, however, significant pressure 
drop occurs between A and a, and B and b. Since pressure B 
is made equal to the experimental value, it results in the pre­
dicted temperature at b being lower than the corresponding 
experimental values. 

The comparison of the predicted and experimental cooling 
water temperatures at the outlet is given in Table 4. The com­
parison indicates that the predicted outlet cooling water tem­
peratures agree well with the experimental data in the upper 
bundle. The comparison also indicates that the outlet cooling 
water temperatures in the lower bundle are underestimated, 
which means that the steam condensation rate is underesti­
mated in this region. This may be attributed to the value of 
the exponent used in the inundation correction term. The values 
of the exponent have been ascribed between 0.07 (Fuks, 1957) 
and 0.223 (Grant and Osment, 1968). In this study, a value of 
0.223 is used, which generally provides a more conservative 
correction factor for inundation and may cause the underpre-
diction of steam condensation rate in the lower bundle. It can 
be seen that the outlet cooling water temperatures in the vent 
region are overpredicted. This means that the steam conden­
sation rate is overpredicted in the vent region, which can be 
explained by considering the lower air mass fraction in the 
vent region. The predicted mean outlet cooling water and mean 
condensate temperatures (32.89°C and 42.14°C) compare well 
with the experimental values of 33.69°C and 42.20°C, re­
spectively. The difference between the predicted and experi­
mental mean cooling water temperature increases is 
approximately 3.5 percent. The experimental value of the total 
condensation rate is not available for this set of data. 

VII Concluding Remarks 
A simulation of shell-side flow and heat transfer for a in­

dustrial steam surface condenser has been carried out. The 
flow was assumed to be quasi-three-dimensional and incom­
pressible; however, density was allowed to vary with temper­
ature and air concentration. The numerical method proposed 
in the present study has shown the capability of predicting the 
performance of condensers including the three-dimensional 
effects due to the increase of cooling water temperature. The 
predictions have produced physically meaningful results, and 
when consideration is given to the uncertainties of the exper­
imental data, the assumptions undertaken, and the limitations 
of the computational procedure, the predictive capability of 
the model is very encouraging. 

This preliminary attempt to validate the proposed numerical 
model has led to credible predictions for shell-side fluid flow 
and heat transfer over the full condenser, despite considerable 
uncertainties in the input data used. If particular concern is 
the inlet velocity and noncondensable distribution, the ade­
quacy of the constitutive relation for fluid flow and heat trans­
fer not withstanding, the algorithm developed holds good 
potential as an analytical and design tool. 

Full benchmarking of the procedure for the condenser sim­
ulation is still required and for this purpose extensive exper­
imental data, including fluid and temperature fields, and flow 
visualization data will be needed. 
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Modeling of Temperature 
Distributions in the Workpieoe 
During Abrasive Waterjet 
Machining 
Modeling of temperature distributions in a block-type workpiece during cutting with 
an abrasive waterjet {A WJ) was the subject of an analytical/experimental inves­
tigation in the present study. The experiments included measurement of detailed 
time-temperature distributions in the workpiece for selected A WJ/workpiece op­
erational parameters. Mathematical modeling of the problem made use of a two-
part process. In the first part, the measured experimental data were fed into an 
inverse heat conduction algorithm, which determined the corresponding heat flux 
in the workpiece. In the second part, this heat flux was fed into a two-dimensional 
transient heat conduction model that calculated the corresponding temperature dis­
tributions in the workpiece. It is demonstrated that the proposed model can serve 
as a useful thermal analysis tool for A WJ cutting processes so long as a quasi-
steady-state condition can be established in the workpiece. 

1 Introduction 
Material cutting using abrasive waterjets (AWJs) is a new 

technology that has found many industrial applications. Ma­
terials that can be cut include metals, hard rock, steel-rein­
forced concrete, glass, ceramics, super alloys, and many other 
hard-to-machine materials. Details of the technique, its ap­
plications and limitations can be found elsewhere (Hashish, 
1984a, 1984b). 

The technical and economical advantages of AWJs over 
traditional cutting techniques have initiated many analytical 
and experimental studies of the subject in the past decade. 
However, a comprehensive search of the literature failed to 
identify any previous study that had addressed the thermal 
aspects of AWJs. The mechanism is frequently referred to as 
a cold cutting technique, implying that no thermal effects are 
associated with the cutting process. This implication has been 
mainly on the basis that for most materials the workpiece 
temperature at the end of the cut is only a few degrees warmer 
than that of the human body. On the other hand, observation 
of sparks and steam generation at the cutting interface suggests 
the possibility of highly localized thermal effects for some 
materials. Such effects are particularly important for thermally 
sensitive materials (such as certain polycarbonates and plastic 
derivatives) in which temperatures as low as a few degrees 
above room value may alter their structural properties (Durelli 
and Riley, 1965). 

The objective of the present combined experimental/ana­
lytical study was to develop a model that can predict temper­
ature distributions in the workpiece as a function of various 
jet/workpiece operational parameters in an AWJ cutting proc­
ess. Such a model will be particularly useful in identifying the 
appropriate AWJ operational parameters that prevent thermal 
damage to the workpiece during the cutting process. 

The experimental work included measurement of detailed 
time-temperature distributions in the workpiece as a function 
of controlling parameters such as jet pressure, jet traverse 
speed, workpiece material, and the abrasive parameters. The 
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experimental data were essential in the initial approach and 
final refinement of the mathematical modeling of the process. 
In designing the experiments the main objective was to collect 
data that were truly representative of the actual process. This 
required data collection in a workpiece that was exposed to a 
high-speed (Mach number up to 3), three-phase jet (water, 
abrasives, and air). Due to random distribution of water drop­
lets and abrasives on the workpiece upon jet impingement, 
exact boundary conditions on the workpiece were not known. 
Moreover, material removal from the workpiece results in ex­
traction of an unknown amount of energy from the workpiece, 
which adds to the complexity of a direct energy balance on 
the workpiece. Measurement of jet temperature before and 
after impingement is not practical either, as the excessively 
high jet velocities and the presence of randomly distributed 
abrasive particles in the jet preclude use of conventional meas­
urement techniques. These factors limited the options that were 
available in mathematical modeling of the problem. 

As will be shown, final modeling of the problem made use 
of a two-part process. In the first part, the measured experi­
mental data were fed into an inverse heat conduction algo­
rithm, which determined the corresponding heat flux in the 
workpiece. Next, this heat flux was used as an input to a two-
dimensional transient heat conduction model that calculated 
the corresponding temperature distributions in the workpiece. 
Comparison of model predicted results with experimental data 
demonstrates that the model can be used as an effective thermal 
design analysis tool for AWJ processes so long as a two-di­
mensional quasi-steady condition can be established in the 
workpiece. 

2 Experiments 

. Waterjet System. The main component of the experimental 
setup was an abrasive waterjet system, the essential compo­
nents of which are shown in Fig. 1(a). The high-pressure water 
intensifier employed a 125 hp motor to drive a variable dis­
placement hydraulic pump, which in turn drove two dual in­
tensifier pumps, each capable of delivering water at pressures 
up to 380 MPa (« 55,000 psi). The high-pressure water from 
the intensifier was delivered to the orifice/nozzle assembly 
through high-pressure flexible hoses and swivel joints. The 
abrasive waterjet was formed by mixing abrasive particles with 
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Fig. 1(a) Essential components of the abrasive waterjet system 
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Fig. 1(b) Schematic of the orifice/nozzle assembly 

the high-pressure water jet in an orifice/nozzle assembly (Fig. 
1(b)). Drawing of the abrasives into the mixing chamber was 
through the combined venturi and gravitational effects. Garnet 
(mesh size #80) was used as the abrasive material with a mass 
flow rate of 0.681 kg/min (1.50 lb/min). 

In the mixing chamber, momentum transfer from water to 
the abrasive particles causes their rapid acceleration before 
being ejected into the mixing tube. In the present experiments 
the mixing tube (also referred to as the collimating tube) was 
a 76.2 mm (3.00 in.) long and 1.194 mm (0.047 in.) diameter 
tube. The purpose of this tube was to provide further mixing 

ABRASIVE 
WATERJET 101.6' 

All dimensions in [mm] 

Fig. 2 Thermocouple positions in workpiece configuration No. 1 

of the abrasives with the waterjet to form a highly coherent 
jet at the exit of the tube. The stand-off distance (distance 
between the exit of the collimating tube and the workpiece) 
was kept at 3.175 mm (0.125 in.) in all experiments At a 
pressure of 306 MPa ( = 45,000 psi), the velocity of the jet 
at the exit of the mixing tube was approximately 700 m/s 
( = 2300 ft/s). Cutting or material removal takes place as a 
result of the erosive action of large number of impacts (up to 
10Vs) by the abrasives and the resulting excessive local stress 
deformation at the cutting interface. 

Workpieces. Two different workpiece configurations were 
used in the present experiments. In the first configuration (Fig. 
2) general temperature distributions in the workpiece were 
measured by instrumenting the workpiece with 24 thermocou­
ples (type E, gage 30) embedded in four rows, each consisting 
of six thermocouples. The second workpiece configuration 
(Fig. 3) was designed to address the entry and exit zone effects 
on temperature distributions. As seen there, more closely spaced 
thermocouples were placed in the first row at the entry and 
exit zones of the workpiece. Due to highly transient nature of 
the process, it was imperative to install the first row of ther­
mocouples as closely as possible to the cutting interface and 
with minimum contact resistance between the junction beads 
and the workpiece. To satisfy the first requirement, thermo­
couples were initially placed directly on the cutting interface 
so that the jet could cut through them. The aim was to capture 
the highest temperature experienced by a given thermocouple 
before it was cut by the jet. However, despite modifications 
made in the thermocouple electrical circuitry and the data 
acquisition system, the procedure resulted in erratic response 
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Fig. 3 Thermocouple positions in workpiece configuration No. 2 
Fig. 4 Workpiece/jet coordinate system 

and unstable readings of thermocouples. To avoid this prob­
lem, the first row of thermocouples was positioned slightly 
away from the cutting interface. However, the distance was 
kept short enough to minimize the difference between the ac­
tual and measured temperatures. 

Mounting of thermocouples in the workpiece was through 
precisely drilled holes of 1.6 mm (0.0625 in.) diameter. The 
location, depth, and diameter of the thermocouple locating 
holes were kept within tight tolerances. For example, the cen­
ter-to-center distance between the holes was kept within ± 
0.051 mm (±0.002 in.). The remaining dimensions were kept 
within a tolerance of ±0.025 mm (±0.001 in.). To reduce the 
contact resistance between thermocouple junctions and the 
workpiece, holes were filled with a high-conductivity thermal 
paste (thermal conductivity of 2.31 W/(m- °C)). Thermocou­
ples were held in place by a silicon-based adhesive, which also 
protected the junctions against seepage of water droplets or 
stream during the cutting process. A detailed description of 
the experimental apparatus and procedure is given by Ohadi 
et al. (1988). 

Data Acquisition System. Collection and storage of the 
data took place with the aid of a microcomputer-based, high­
speed data acquisition system (DAS). The DAS, under software 
control, sampled the thermocouple outputs at a rate of 10 
KHz, resulting in a time period of only 2.4 ms to complete 
sampling of all the 24 thermocouples for a given scan. For the 
problem at hand, this time period was short enough to be 
thought of as a "thermal picture" of the workpiece at the 
instant of the scan. One thousand such scans were performed 
during each experimental run with a 72 ms pause time between 
successive scans. During a given experimental run, the collected 
data were stored in the computer RAM and saved permanently 
at the conclusion of the run. A combination of pre-amplifi-
cation, analog, and digital filtering was used to eliminate elec­
trical noise in the data acquisition process. Further details of 
the DAS and its accessories can be found from Ohadi and 
Whipple (1991). 

3 Analysis 

3.1 The Direct Heat Conduction Problem. In the devel­
opmental stages of the modeling process the AWJ was found 
best to correlate with a moving line heat source. On that basis, 
earlier studies in welding applications (Tsai, 1982) have shown 
that the convective and radiative components of heat transfer 
in such a problem for temperatures less than approximately 
40 °C are negligible. This assumption is found reasonable for 
the range of temperatures encountered in a typical AWJ ma­
chining process. The general energy equation for an isotropic 
and homogeneous material with constant properties and neg­
ligible heat losses then reduces to 

7T2 + — + : - -
dx'1 by' bz 

]_3£ 

abt' 
(1) 

where a is the thermal diffusivity and x'y'z' is the fixed 
coordinate system. Next, consider the jet as a moving line heat 
source q that travels with a constant velocity u in the fixed 
coordinate system x'y'z't' from infinity perpendicularly to­
ward the edge of a semi-infinite workpiece with thickness h 
(Fig. 4). If the source is assigned to the origin of the moving 
coordinate system xyzt, then transformation of a point P(x', 
y' ,z' ,t')byx=x' -ut' in the fixed system x'y'z't' becomes 
P(x, y, z, t) in the moving system xyzt. The transformed form 
of Eq. (1) then becomes 

d2T d2T b2T 

dx2'dy2'rdz2 

l_df 

a bt 
udT 

a dx 
(2) 

Assuming the workpiece is long enough so that "quasi-
steady-state" conditions can be established, and that the work-
piece thickness is much smaller than its width and length so 
that temperature gradients in the z direction can be neglected, 
Eq. (2) reduces to 

\-U-¥. (3) d2T d2T 

dx2+'d/ a dx 

Equation (3) can be solved using the separation of variables 
method assuming a solution of the form 

T=T0 + exp(-Cx)g(x,y) (4) 

in which T0 is the initial workpiece temperature and C is an 
arbitrary constant. The solution is available in the literature 
(Schneider, 1955) and is given as 

T=Tn + -

In rectangular coordinates with x = x' - ut, this equation can 
be re-expressed as 

T=T„ + - Q 

2ir kh exp 
u{x' -ut) 

2a 
Kn 
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(6) 

The maximum temperature along the y axis can be found 
by setting x = 0 in Eq. (5), resulting in 

T = T + 
L max,v l o ~ ~ . , 

27T kh 
2a 

(7) 

Similarly, along the x axis (v = 0, x=r) the maximum tem­
perature reduces to 

'u\x\ 

IT, kh exp - 5 * 2a 
(8) 

The heat flux q in the above equations is an unknown quantity, 
which is determined using the inverse heat conduction tech-
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nique described in the following section. The assumptions in­
volved with Eqs. (5)-(8) include: a two-dimensional coordinate 
system with no radial effects, negligible heat loss from the 
plate due to convection or radiation, the source being a line 
heat source, and a quasi-steady condition in the workpiece. 

3.2 The Inverse Heat Conduction Problem. Calculation 
of heat flux to the workpiece was through the use of a special 
Inverse Heat Conduction (IHC) method. The technique uses 
experimentally determined temperature histories in the work-
piece to calculate the corresponding input heat flux for a given 
set of jet/system parameters. In handling the IHC problems 
several basic techniques have been suggested (Beck et al., 1985). 
For the present case, since temperature has a linear relationship 
with the heat flux q (Eqs. (5)-(8)), a parameter estimation 
approach (Beck and Arnold, 1977) with multiple temperature 
sensors and multiple time steps is selected. In order to reduce 
the sensitivity of the IHC technique to measurement errors 
while minimizing the computational requirements, a sequential 
time domain choice was selected over the whole time domain. 

For m temperature sensors and n future time steps the typical 
thermocouple installation arrangements in Fig. 2 or 3 was 
found appropriate for the problem at hand. The relatively large 
number of thermocouples selected here combined with selec­
tion of small time steps serves to minimize the least-square 
errors S between the computed temperature T(i,j, q) and the 
measured temperature Y(i, j), defined as 

s=T,J]mi,j)-mj,q)]2 

; = i ; = i 

The value of q minimizing S is then 

= S S \m,J)-T{iJ,q)} 
dm,j,q) 

dq 

(9) 

= 0 (10) 

where dT(i, j , q)/dq represents the sensitivity coefficient 
Z(i, j , q), which is defined as the first derivative of the de­
pendent variable T( i, j , q) with respect to the unknown pa­
rameter q, 

dT(i, j , q) 
Z(i,j,q)-

dq (11) 

Equation (10) can then be rewritten as 

m n 

i = l y = l 

The Taylor series expansion about an arbitrary heat flux q* 
is 
n,j,q)=T{i,j,q*) + (q-q*) 

dT(i, j , q ) 

dq 

(.q-q*)d2T(i,j,q*) 
+ .... (13) 
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The first derivative of Eq. (5) with respect to q evaluated at 
the arbitrary heat flux q* is the sensitivity coefficient, given 
as 

Z(i,j, q)-
8T(i,j, q ) 

dq 

Note that Eq. (14) is independent of q. That is, 
Z{i,j, q)=Z(i,j, q*) = Z(i,j). Hence, the problem is linear 
and will not require an iteration procedure. Moreover, the 
second and higher order derivatives in Eq. (13) are zero, re­
ducing this equation to 

T(i,j,q) = T(i,j,q ) + (q-q ) (15) 
dq 

Substitution of Eq. (15) into Eq. (12) yields 
m n 

1=1 j=\ 
m n 

; = i j=\ 

Rearranging and solving for q gives: 
m n 

q = q* + YTlWi'J>- T«' J' ?*» *<'"' •/'• 9) (17) 
/ = i j=i 

where 

WJ,q) = -
Z(i, j , q) 

i = l y = l 

(18) 

is defined as the gain coefficient. In Eq. (17), q is the estimated 
heat flux and q is the calculated (or actual) heat flux. The 
quantity T(i, j , q*) is the temperature evaluated at the arbitrary 
heat flux q*, 

™-*>-5£H-i)*-(=) "* 
Substituting Eq. (19) into Eq. (17) and making use of Eq. (14) 
yields the final form of estimated heat flux q as 

m n 

$ = 1* + S S [Y«> J' 9) - (Q*Z(i, j , q))] K(i, j , q) (20) 
i = l y = l 

in which the sensitivity coefficient Z (/, j , q) and the gain coef­
ficient K(i,j, q) are calculated from Eqs. (14) and (18), re­
spectively. 

4 Results and Discussion 
The mathematical model was exercised for the base case 

workpiece configuration (Fig. 2) and parameters listed in Table 
1. The first step in the analysis was to calculate the heat input 
to workpiece using the aforementioned inverse heat conduction 
technique. Table 2 presents the corresponding heat flux quan­
tities at each of the four rows of the workpiece in Fig. 2. It is 
seen that the sensitivity of calculated heat flux to the time 
increment is minute.However, as the distance from the cutting 
interface increases, a gradual rise in heat flux values sets in. 
This is consistent with the suggestion that the accuracy of heat 

Table 1 Workpiece/AWJ base case configuration parameters 

Workpiece 

Material steel 4041 

Density 7860 kg/m' [491 lbm/ft3] 

Thermal Conductivity 48.2W/(rnK) [27.85 Btu/(hr-ft-°F)] 

Thermal Diffusivity 1.296 x 10"5 mVs [13.95 x 10"! ft7s] 

Dimensions (length, width, thickness) see Fig. 2 

Abrasive Waleriet 

Jet Pressure 

Orifice diameter 

Mixing tube length 

Mixing tube I.D. 

Abrasive material 

Abrasive grain size 

Abrasive flow rate 

310.3 MPa 

0.457 mm 

7.62 mm 

1.19 mm 

Garnet 

#80 

0.681 kg/min 

[45.000 Psia] 

[0.018 in.] 

[3.0 in.] 

[0.047 in.] 

[IS lb/min] 
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Table 2 Calculated heat flux for different rows and time increments 

Time Increment 

[sec] 

0.14 
0.72 
1.44 

2.16 
2.88 
3.60 

Row 1 

92.32 
98.23 
98.11 

97.43 
96.08 
95.06 

Heal Flux 

Row 2 

98.13 
97.99 
98.01 

97.94 
98.36 
98.34 

[W] 

Row 3 

100.30 
100.08 
100.12 

100.21 
100.68 
100.20 

Row 4 

109.91 
109.96 
109.93 

109.95 
109.96 
109.93 

Average 1.82 96.20 98.12 100.26 109.93 

flux estimation procedure in most IHC techniques decreases 
with increasing distance from the moving heat source (Beck, 
1961). 

The average heat flux of the first row (96.2 W) was then 
fed into the direct heat conduction model to calculate tem­
perature distributions in the workpiece. Results for rows 1 and 
2 of the workpiece in Fig. 2 are shown in Figs. 5(a) and 5(b), 
respectively. Using the Kline-McClintock (1953) method the 
compounded uncertainty in the measured temperatures was 
calculated to be ±6.8 percent. However, in addition to the 
uncertainty in the average estimated heat flux, another primary 
factor in the deviation between experiments and model pre­
dicted results in Figs. 5(a) and 5(b) can be attributed to the 
procedure by which the experimental data reduction was per­
formed. During a given experimental run 1000 data points 
were collected for each thermocouple. However, to preserve 
the clarity of figures, the experimental data reported here rep­
resent one out of every ten data points. On the average, this 
was found to introduce approximately an additional 5 percent 
uncertainty. Therefore, the compound uncertainty reported in 
Figs. 5(a) and 5(b) is ±8.5 percent. 

From Figs. 5(a) and 5(6), it is seen that the agreement be­
tween experimental and model predicted results degrades as 
the distance from the cutting interface increases. This is con­
sistent with the heat flux results in Table 1 discussed earlier. 
However, the main objective of a thermal analysis on the 
workpiece in an AW J cutting process is prediction of maximum 
temperatures so that material failure can be avoided. More­
over, because temperatures closest to the cutting interface are 
used to estimate the heat flux, temperature distributions in 
rows 2-4 should be of minimum interest from a practical point 
of view. 

To quantify the entry and exit zone effects, temperature 
measurements similar to those presented in Fig. 5 were per­
formed for the workpiece in Fig. 3. From these experiments 
it was found (Cheng, 1990) that the entry and exit zone lengths 
represented approximately the first 20 seconds into the run 
which, at a traverse speed of 7.62 cm/min (3 in./min), trans­
lated into the first 2.54 cm (1 in.) in the workpiece. With the 
workpiece thickness of 2.54 cm (1 in.) in the present experi­
ments, this in turn represents an entry or exit length equivalent 
to one workpiece thickness. As expected, because a Taylor 
series expansion around a quasi-steady solution was employed 
for the entry and the exit zones (thermocouples No. 1-4 and 
12-15 in Fig. 3) the agreement between the measured and model 
predicted results was poor. For all other locations, the agree­
ment was satisfactory and the general trends observed in Fig. 
5 were confirmed. 

Comparison of experimental and model predicted temper­
atures for column 3 (positions No. 3, 9, 15, and 21) of the 
workpiece in Fig. 2 is presented in Fig. 6. The results confirm 
the general trends observed in Figs. 5(a) and 5(b). As expected, 
maximum temperatures take place in the first row and decay 
sharply thereafter with increasing distance from the cutting 
interface. It is interesting to note that only the first and second 
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Fig. 5 Comparison of calculated and experimental temperature distri­
butions 

rows experience a sharp peak point and a subsequent drop­
off portion. Those farther away from the cutting interface 
experience a much more moderate rise and a corresponding 
gradual decay to the quasi-steady state level as the cutting 
process proceeds to its completion. 

Attention is next drawn to Fig. 7, which conveys a three-
dimensional presentation of temperature distribution in the 
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Fig. 6 Temperature distributions for column 3 of the workpiece in Fig. 

Fig. 7 Three-dimensional presentation of temperature distribution in 
the workpiece 

workpiece for position number 4 of the workpiece in Fig. 2. 
The thermocouple position can be thought of as the site of an 
observer who monitors the jet from the time it enters the 
workpiece until completion of the cut. At distances far away 
from the moving heat source, the observer does not feel any 
significant temperature rise in his surroundings, as represented 
by a modest temperature rise in the first 30 seconds in Fig. 7. 
Thereafter, the jet enters the "sensing zone" where a corre­
sponding temperature rise is experienced. The temperature 
reaches its peak at the point where the jet passes by the ob­
server. As the jet moves away from the observer, a sharp decay 
in temperatures and an approach toward quasi-steady-state 
conditions is observed. 

5 Parametric Studies 
Once the heat flux to the workpiece is determined, para­

metric studies similar to those demonstrated in Fig. 8 can be 
performed. Effect of jet traverse speed on temperature dis­
tributions in the workpiece at three different traverse rates is 
presented in this figure. Here y/h > 0 and y/h < 0 correspond, 
respectively, to the distance ahead of and behind the jet in the 
moving coordinate system x, y, z. From an overview of Fig. 
8 two general observations can be made. First, at the immediate 
vicinity of the jet temperature contours approach the contour 
of the heat wave from a stationary jet, which is a family of 
concentric circles. With increasing distance from the jet, tem­
perature contours approach a family of ellipses with steeper 
temperature gradients corresponding to the areas ahead of the 
jet (y/h>0). 

The second observation in Fig. 8 is that a lower traverse 
speed results in a higher heat input to the workpiece. This can 
be attributed to the larger number of abrasive particle impacts 
per unit traverse length of the workpiece at a lower jet traverse 

y/h 0 (a) 

y/h o 

u = 3.18CPM 

T-T(, 

i 

= 10° C 

30° C ~ ~ ~ ~ " ^ X 

40° C 

aVl 
/ 

(b) 

y/h 0 (c) 

Fig. 8 Effect of traverse speed on temperature distributions in the 
workpiece 

rate. A larger number of abrasive impacts in turn is associated 
with higher viscous dissipation of the jet at the cutting inter­
face, thus higher jet-induced heat transfer rates. 

6 Conclusions 
The combined experimental/analytical work presented here 

appears to be the first systematic study of thermal energy 
distributions in the workpiece during cutting with an abrasive 
waterjet. It was shown that due to the complexity of the proc­
ess, the thermal energy input to the workpiece was an unknown 
quantity and had to be determined experimentally using an 
inverse heat conduction technique. Next, using this heat flux, 
temperature distributions in the workpiece were determined by 
modeling the AWJ as a moving heat source. Comparison with 
experimental results indicated a satisfactory agreement be­
tween the two sets. The exception to this was in the entry and 
exit zones where a poor agreement between model-predicted 
results and those of the experiments is observed. It was dem­
onstrated that maximum temperatures are found at the im­
mediate vicinity of the cutting interface and decay rapidly 
thereafter with increasing distance from the interface. Al­
though the average workpiece temperature at the end of the 
cut was close to the room value, much higher local temperatures 
were experienced at the cutting interface. The insufficiency of 
the model in its present stage is its inability to predict tem­
peratures accurately at the entry and exit zones. Tests for 
different materials and for a wide range of workpiece/jet op­
erating conditions are needed to identify additional limita­
tions/applicability of the model. From a practical point of 
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view, the model can serve as a useful thermal analysis tool so 
long as a two-dimensional quasi-steady-state condition can be 
established in the workpiece. 
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Thermal Analysis of the Hot Dip-
Coating Process 
In this study a thermal analysis is performed on the hot dip-coating process where 
solidification of metal occurs on a bar moving through a finite molten bath. A 
continuum model is considered that accounts for important transport mechanisms 
such as axial heat diffusion, buoyancy, -and shear-induced melt motion in the bath. 
A numerical solution procedure is developed, and its predictions are compared with 
those of an analytical approximate solution, as well as available experimental data. 
The predictions of the numerical scheme are in good agreement with the experimental 
data. The results of the approximate solution, however, exhibit significant dis­
agreement with the data, which is attributed to the simplifying assumptions used in 
its development. Parametric effects of the bath geometry, and initial and boundary 
temperatures and solid velocity, as characterized by the Reynolds number, Grashof 
number, and Stefan numbers, are presented. 

Introduction 
The hot-dip coating process has been utilized extensively 

during the last few decades in the manufacturing and cladding 
of wire, and galvanizing and coating of metal strips, sheets, 
and wires (for example, see Prior and Tonini, 1984; Cook et 
al,, 1986). Applications of closed-loop computer controls have 
made this process more attractive by improving product con­
sistency and reducing excessive use of coating material (Town-
send and Bilski, 1988). Recently, fabrication of tapers, lenslike 
waveguides, and mono- and multilayer antireflection coatings 
has renewed interest in the dip-coating technology, where mi­
cro-controlled processes are envisioned that would permit pre­
cise control of the complex spatial variations of coating 
thickness (Herrmann and Wildmann, 1983; Tiefenthaler et al., 
1983). In spite of the broad range of applications, a funda­
mental understanding of the process heat and mass transfer 
mechanisms involved during the solidification over a moving 
surface in a finite bath is not available. 

The dip-coating process has its roots in dip-forming, which 
is a continuous casting process (Carreker, 1963). The objective 
of the parent process (dip-forming) is to produce moldless 
castings, which is achieved by pulling a cold wire, rod, or strip 
through a molten bath of similar metal. Optimal process uti­
lization is achieved when the overall solidification is maxi­
mized, and sophisticated modeling of the heat transfer 
mechanisms has therefore not been necessary. Horvay (1965) 
modeled this process by using simple thermal resistance net­
work analysis in a laterally unbounded bath and obtained 
comparisons with experimental results to within 10 percent. 

In the dip-coating process the objective is to coat wires, 
rods, or plates with layers of different materials of controlled 
thickness. Thus it is essential to have an in-depth understanding 
of the heat transfer mechanisms involved in the process to 
predict and control the coating thickness. However, there are 
no published works in the area of hot dip-coating that address 
these issues, and a few relevant studies are based on oversim­
plified models. Seeniraj and Bose (1981) performed an analysis 
of freeze-coating of polymeric materials over a moving metallic 
substrate by assuming the temperature of the metallic object 
to remain constant and uniform, and the molten bath to be 
at its melting temperature. The first assumption is physically 
incorrect while the second limits the analysis to the one con-
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sidered. Cheung (1985) analyzed freeze coating on a flat plate 
where constant plate temperature and saturated liquid tem­
perature conditions were relaxed. Whereas Seeniraj and Bose 
(1981) predicted a monotonic increase of coating thickness over 
the plate, Cheung (1985) was able to predict initial deposition 
followed by remelting. However, both of these studies cannot 
be rigorously used for analyzing dip-coating since they assume 
the existence of leading edges for the solidification front as 
well as for the melt flow. In doing so the effects of bath 
geometry are ignored. 

The modern applications of dip-coating require sophisti­
cated modeling of heat and mass transfer in a finite molten 
bath where important effects such as axial diffusion, buoyancy, 
and shear-induced melt flow must be included. The present 
paper describes a model developed to predict the transient 
solidification process over a circular rod being pulled through 
a melt pool at a constant speed. The temperature distributions 
in the solid and melt, as well as the flow field in the melt, are 
calculated for different initial temperatures of the rod and its 
Reynolds number. The influence of the natural convection in 
the melt pool, subcooling of the solid entering the bath, and 
the superheating of the melt entering the bath on the rod radius 
profile are also investigated and reported. The role of the 
geometric parameters, namely, the radius and depth of the 
melt pool scaled by the rod radius, are also investigated. An 
approximate solution is also developed based on the energy 
integral method and presented in the appendix. The predictions 
of the numerical scheme are found to be in good agreement 
with the experimental data. The results of the approximate 
solution, however, exhibit significant disagreement with the 
data, particularly at greater axial positions in the bath, which 
is attributed to the simplifying assumptions used in its devel­
opment. 

Analysis 
The dip-coating system is schematically depicted in Fig. 1. 

A metal rod of inlet temperature 7̂ , and radius rsi is pulled at 
speed Us through the bath of a molten metal. As the cold rod 
enters the bath, a rapid solidification of metal on the rod 
occurs, which may be followed by melt-out if the bath is of a 
great height or if the velocity of the rod is small. A semi-
analytical seminumerical approximate solution for the problem 
is included in the appendix, and here; after a short review of 
possible numerical approaches, the mathematical model used 
and solution procedure adopted are explained. 

The dip-coating process, like other solidification processes, 
can be modeled via two different approaches. The first and 

Journal of Heat Transfer MAY 1993, Vol. 115/453 

Copyright © 1993 by ASME
Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 1 Schematic diagram of the hot dip-coating system 

more traditional approach uses conservation equations for each 
phase that are coupled through the energy balance at the in­
terface. The location of the solid-liquid interface, however, is 
not known a priori and has to be obtained as a part of the 
solution. The numerical implementation of this approach re­
quires a quasi-steady approximation for the interface motion, 
along with either coordinate remapping schemes or adaptive 
grid transformations (Moallemi and Viskanta, 1986). In the 
second approach, the continuum formulation, one set of con­
servation equations are developed for the entire region. This 
is achieved by introducing volume averaging of the conser­
vation equations for the two phases and by writing the energy 
equation in terms of enthalpy, which eliminates temperature 
as a dependent variable of the problem (Shamsundar and Spar­
row, 1975; Prandtl and Dawson, 1983; Bennon and Incropera, 
1987). The single region formulation eliminates the need for 
tracking the interface via an auxiliary equation, i.e., energy 
balance at the interface, there by facilitating numerical im­
plementation. 

For solidifications of mixtures, where no distinct interface 
between the two phases is present, the value of h is related to 
the mass fraction fs of material solidified in the two-phase 
(mushy) zone. The solid mass fraction varies continuously 
between 0 and 1 in this zone. In solidification of a pure sub­
stance, however, the presence of a multiphase (mushy) zone 
is precluded. The mass fraction of the solidified matter is thus 
a discontinuous function in space and takes the discrete values 
of zero and unity. When the governing equations are converted 
to finite difference equations, the mass fraction indicates the 

fraction of material solidified in the individual control volumes 
or elements. The mass fraction is either zero or unity except 
in the control volume containing the interface. This approach 
has been successfully employed in the modeling of different 
solidification processes such as solidification of binary mixture 
over vertical surfaces (Christenson et al., 1989) and solidifi­
cation of pure substance in absence of convective effects 
(Prandtl and Dawson, 1983). The continuum formulation can 
introduce "smearing" of the interface due to the presence of 
control volumes' with nondiscrete mass fractions. This is 
avoided in the continuum approach adopted in the present 
study by introducing fine mesh sizes in the interface region 
and by other numerical steps discussed in the following sec­
tions. 

To formulate the problem, it is assumed that the melt be­
haves like a Newtonian fluid; and its flow is two dimensional, 
axisymmetric (r, z), and laminar. Local thermodynamic equi­
librium is assumed, and the thermophysical properties are taken 
to be invariant to temperature with the exception of density 
in the buoyancy term (Boussinesq approximation). Changes 
in thermal conductivity and heat capacity with change of phase 
are accounted for, but mass densities of the melt and its solid 
are assumed to be the same (i.e., no volumetric change upon 
phase change). The phase change of a pure substance with a 
precise fusion and freezing temperature is modeled. In simu­
lations that include the melting of the moving substrate, the 
bath and substrate materials are assumed to be the same, so 
that no species transport equation has to be solved. These 
assumptions do not exclude situations that the solid substrate 
and bath (coating) materials are not the same, and only the 
solidified coat goes through remelting. 

With these assumptions, the problem is governed by con­
tinuum conservation equations for mass, momentum, and en­
ergy, which are written as follows (Bennon and Incropera, 
1987): 

V-(pV) = 0, (1) 

d(pu) 
dt 

+ V-(pV«) = V-(juVw) 
dP 

-T-+fiPg P(T-
dx 

Tf), (2) 

^ ) + v . (pV«)=V.0iV«)-f. 
at or 

(3) 

o(ph) 
+ v-(/>v/o= V' •Vh + V ' V(hs-h) 

dt " ' \cs I \cs 

-v-u*{h,-h,)(y-y&. (4) 
Here w and v are the components of the mass averaged velocity 
vector V defined as 

v=/,v;+./;v, (5) 

c = 
f = 
g = 

Gr = 

h = 
hf = 
H = 
L = 
P = 

Pr = 
r,x = 

rs = 

heat capacity 
mass fraction 
gravitational acceleration 
Grashof number = 
gm\Tw-Tf)/vf 
enthalpy 
latent heat of fusion 
melt height in the bath 
height of the melt inlet port 
pressure (isotropic stress com­
ponent) 
Prandtl number = c/a/ 
radial and axial coordinates, 
Fig. 1 
rod radius 

R 
Re 

Ste, 

Stev 

/ 
T 

u, v 

Us 

V 
V, 
a. 

bath radius 
Reynolds number = UsH/vt 

liquid Stefan number = 
Ci(Tw-Tf)/hf 

solid Stefan number = 
cs(Tf-Tsi)/hf, 
time 
temperature 
velocity components in axial 
and radial directions 
velocity of the solid rod 
velocity vector 
melt inlet velocity 
thermal diffusivity of 
melt = /c//pc, 

e = 

V 

p 

thermal diffusivity of solid 
ks/pcs 

dimensionless temperature = 
(T-Tf)/(TW-Tf) 
thermal conductivity ratio = 
VA+M)/k, 
kinematic viscosity 
mass density 

Subscripts 

/ = 
/ = 
/ = 

o = 
s = 

Vf = 

fusion 
inlet 
liquid 
outlet 
solid 
wall 
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with / ; and fs being the mass fractions of liquid and solid, 
respectively. It should be noted that as the densities of the two 
phases are assumed to be equal, mass fractions of the phases 
are identical to their corresponding volume fractions. The con­
tinuum viscosity n is expressed as the harmonic mean of the 
phase viscosities as follows: 

(ft . fs\ w ,~ 
H=[- + —\ = - (6) 

\W /V Ji 
The last equality is obtained by substituting ^ = 0 0 . This equa­
tion yields appropriate limits in the pure liquid (/* = /*/) and 
pure solid (JX = IIS—00) regions. The equation for conservation 
of energy, Eq. (4), is expressed in terms of the continuum 
enthalpy h, defined as 

h = hs+f,(h,-hs), (7) 

where, in general, the phase enthalpies are related to temper­
ature by 

hs = csT, h,= c,T+ Tf{cs-c,) + hf. (8) 

The mass averaging defines the continuum thermal con­
ductivity as 

k=f,k,+f,kh (9) 

The liquid mass fraction is defined as 

(0 h<csTf 

f,= \(h-csTf)/hf csTf<h<csTf+ hf. (10) 
[1 h>csTf+hf 

It should be noted that even though the phase mass fractions 
should either be zero or unity for solidification of a pure 
substance, a nondiscrete distribution of phase mass fraction 
has to be defined for the control volumes containing the in­
terface in the finite difference formulation. In the same con­
text, the last term in the energy equation, Eq. (4), which 
represents the energy flux associated with the relative phase 
motion, has been retained in the numerical formulation of the 
problem. This term, which is identically zero in the solid or 
liquid regions, provides an accurate account of energy ex­
changes in the control volumes that contain the interface. 

A two-dimensional axisymmetric dip-coating process under 
continuous operation is considered. The problem is a steady-
state (with respect to a coordinate system fixed to the bath), 
but is cast in time-dependent form for convenience in the 
numerical implementation. The initial conditions are arbitrary 
and are taken to be such that the melt bath and the rod are 
at rest and at the fusion temperature of the phase-change 
material. At the initiation of the numerical simulation the 
temperature of the bath walls is changed to a prescribed value 
T„, and a fresh rod is introduced into the bath with a constant 
vertical velocity Us and a uniform temperature Tsi. The height 
of the melt bath H is kept constant during a simulation by 
compensating for the melt removed from the bath via solidi­
fication on the rod. Liquid phase-change material, at T„, is 
introduced into the bath from a port on its wall with a velocity 

Vi=mrl-rl)/(2RL), (11) 

where rso is the radius of the solid rod as it exits from the 
bath. The height of the port L is adjusted in different simu­
lations such that the velocity of melt entering the bath is not 
greater than 10 percent of the solid velocity. Other boundary 
conditions of the problem, as shown in Fig. 1, are no-slip 
impermeable solid surfaces, and constant temperature on the 
bath walls. An adiabatic boundary condition at the bottom of 
the bath is also examined for comparison. The free surface of 
the bath is planar and adiabatic. 

The governing equations are nondimensionalized using the 
following dimensionless variables: 

(x*,r*) = (x,r)/H, t* = tUs/H, P*=P/(pU2
s), 

Y*=Y/US, (u*,v*) = (u,v)/Us, V * = i / V , 

e = (T-Tf)/(TK-Tf), h'=(h-csTf)/hf. 

The transformed dimensionless equations are: 

V*-V* = 0, (12) 

-J7+f'Be' (13) 

— + v • (V y )= V • — - V v \ -—r> (14) 
dt \ / /Re / dr 

^ + v * . ( v V ) = v * Y F V ^ [ v V + v* (hl-h*)]) 
at \RePr cs J 

- V * •( / , (* ,*-A,*)(V*-V;». (15) 

These equations reveal that the problem is characterized by 
dimensionless numbers Re, Gr, and Pr, which are all based 
on liquid properties, the ratio of specific heats of the two phases 
Ci/cs, and the ratio of the thermal conductivity of the contin­
uum to that of the liquid K. The dimensionless boundary con­
ditions introduce the dependence on the solid and liquid Stefan 
numbers, i.e., the solid rod enters the bath at 

ft* =-Stes, (16) 

and the bath walls are at 

/!* = 1+Ste,. (17) 

The dimensionless boundary conditions also add two geometric 
parameters, namely, r*i = rsi/H and R*=R/H, to the list of 
governing parameters of the problem. 

Method of Solution 
The continuum formulation, Eqs. (12)-(15), is valid 

throughout the entire solution domain; therefore, explicit con­
sideration need not be given to internal boundaries between 
the solid and liquid phases. An elliptic control volume based 
finite difference scheme (Patankar, 1980) has been used to 
solve the continuum equations. The sequence of numerical 
operations is identical to that used to solve conventional single 
phase problems (Patankar, 1980). Coupling that exists between 
the energy and momentum equations is accommodated through 
iteration and underrelaxation. 

A series of grid sensitivity runs were peformed on nonuni­
form grid ranging from 22 X 22 to 52 X 52, which suggested 
that grid independent results could be obtained using 42 X 42 
grid. Very fine grid mesh was used near the top and bottom 
surfaces of the bath to resolve the large velocity and temper­
ature gradients. The grid lines were also clustered near the 
solidification interface to reduce the smearing effect caused 
by the continuous variation of the solid mass fraction. 

The numerical experiments indicated that improper choice 
of the grid aspect ratio could increase the smearing effect at 
the interface, particularly if the Ax's were very large or the 
Ar's were very small to make the interface straddle more than 
one control volume at each vertical location x. Therefore, the 
grid was chosen such that the interface was always contained 
in only one control volume at vertical location. In other words, 
the mass fraction fs in only one horizontal control volume, 
adjacent to the one with/ s = 1, is allowed numerically to be 
nondiscrete at each vertical location. The mass fraction was 
examined throughout any numerical simulation, and if this 
condition was violated, the simulation would be terminated, 
and then restarted with a new grid system with smaller Ax. 
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Table 1 Experimental data 

Thermophysical Properties 

p, = p , kg/m3 8.0X103 

c,=cs Jlkg-K 420.0 

ks WIm K 390.0 

kt WIm K 120.0 

v, m2/s 6.27xl0~7 

Tf °C 1085.0 

hf Jlkg 2.1x10s 

p K~x 1.8xl0-4 

Pr 0.015 

Operating Conditions 

H 
rsi 

Us 

Tsi 

Tw 

m 
m 

mis 

°c 
°C 

0.0508 

0.0039 

0.15 

25.0 

1140.0 

As mentioned earlier, although a steady-state solution was 
sought, the problem was cast in time-dependent form for nu­
merical convenience. The initial conditions are arbitrary and 
were typically taken to be fully developed flow with the melt 
and the moving solid at the fusion temperature, and the sim­
ulation of the process started by imposing the thermal bound­
ary conditions. The fully implicit form of discretized equations 
were solved iteratively. The time marching calculations were 
conducted over time steps which were initially small (At* = 0.1) 
and were increased gradually (A/Jiax = 5.0) as the solution de­
veloped. At any time step the solution is considered converged 
if 

\r+1v.j)-ra,j)\ 
Maxl^"+1(/,y')l 

< 10" (18) 

where n is the iteration loop counter and 0 is u*, v*, or h*. 
The number of iterations required during the early stages of 
any simulation was about 80, which decreased as the solution 
developed. When the criteria of Eq. (18) were satisfied, the 
residual source of mass, momentum, and energy was less than 
10~7 for all the cases examined. The solution was considered 
the steady-state one when the change at any point on the solid-
melt interface was less than 0.1 percent over a time step. 

Results and Discussion 
Before proceeding with a parametric study, the validity of 

the numerical model is verified by comparing its predictions 
with the experimental data of Carreker (1963) who examined 
coating of pure copper on a copper rod. The limitation of an 
approximate solution, which is presented as an appendix for 
the sake of continuity in the text, is also examined by comparing 
its results with the experimental data. The representative ther­
mophysical properties of the material used in the experiments 
and the operating conditions are presented in Table 1. 

The variation of the rod radius in the bath calculated by the 
numerical simulation of the experiments is shown in Fig. 2 and 
is compared with those of the original experiment. The pre­
diction of the approximate solution procedure is also presented 
in the figure for comparison. It should be noted that the ex­
periments by Carreker were conducted on baths of different 
melt depth for different solid (pull) speeds. The results were 
presented in terms of casting ratio (cast weight after emerging 
over input weight) versus immersion time (calculated from the 
bath depth and the pull speed). The experimental data pre­
sented in Fig. 2 are all for the same solid velocity, but different 
bath depths, and are plotted against the dimensionless position 
in the bath, as presentation versus the immersion time would 
have confused the steady-state feature of the data and cal­
culations. For the numerical results, at each of the 42 axial 
positions corresponding to the center of the computational 

Experiment Data 
Continuum Model 
Integral Method. -

tgaSi 

xl H 1.00 

Fig. 2 Comparison of experimental data with the predictions of the 
numerical scheme (solid line) and the approximate solution (dashed line) 

grid, the radial position of interface is evaluated by interpo­
lation on the radial side of the grid using the calculated value 
of the solid volume fraction, fs. 

Figure 2 indicates that the numerical predictions compare 
well with the experimental data, thus establishing confidence 
in the model. The approximate solution results are in agreement 
with the numerical predictions and the experimental data at 
the early stages of the solid's travel in the bath (i.e., for small 
x*'s). The deviation of the approximate results from the nu­
merical and experimental results increases with x*, which may 
be explained in terms of the simplifying assumptions employed 
in the development of the approximate solution. As stated in 
the appendix, the major assumptions of the approximate model 
are: (a) The axial heat conduction in the solid is negligible, 
and (b) the melt flow is induced solely by the moving solid 
(i.e., the effects of bath geometry, free surface, and thermal 
buoyancy on the melt flow over the solid are neglected). From 
these two, the first assumption appears to be the source of the 
discrepancy observed in Fig. 2, since the extent of the dis­
agreement increases with x*. It must be noted, however, that 
the degree of agreement or disagreement between the numerical 
results and the approximate solution was found to depend on 
the governing parameters of the problem, particularly, Re, 
Stes, and Ste/. For example, for the conditions that resulted in 
extensive remelting of the solidified layer (e.g., large Ste/), the 
approximate model predicted smaller solid diameters when 
compared to the numerical predictions. Also, the approximate 
solution is generally in better agreement with the numerical 
solutions for smaller Re's, indicating that the boundary layer 
approximation and the assumption regarding the existence of 
a leading edge in the melt flow are valid for smaller Re's. 

For the parametric study, one set of baseline calculations is 
first performed and then compared with parametric variations 
of the operating conditions, and bath geometry. The baseline 
case considered corresponds to the following parameters: Re 
= 4xl04 , Gr=108, Ste.^2.11, Ste, = 0.40, K = 1 , C,/CS=\, 
rsi/H= 1/20, and R/H= 1. These are in the range of operating 
conditions as indicated by the experiments of Carreker (1963), 
Table 1, with the exception of Ste., that the experimental con­
ditions suggested 21.1. The high value of Stê  used in the 
experiments is representative of the dip-forming process, 
whereas in the parametric study, smaller values of Stê  typical 
of the dip-coating process are used. The baseline case serves 
as a reference for comparison with the results of variations of 
the various dimensionless parameters. 

Figures 3(a) and 3(b) present the flow fields in the bath for 
Re = 4 x 104 (baseline case) and Re = 2 x 104, respectively, where 
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Fig. 3 Stream function distribution in the bath: (a) Re = 4x104 , (b) 
Re = 2x104 

all other parameters remain at their baseline values. The left 
boundary of the graphs is the centerline of the moving solid 
rod and the fresh melt is introduced from the upper right 
corner. It is seen that the flow field established is due to an 
interaction between the buoyancy in the melt and the shear 
induced by the solid motion. By reducing the contribution of 
shear, i.e., decreasing the Reynolds number, a larger natural 
convection cell is generated, Fig. 3(6). The temperature dis­
tributions in the bath represented typical characteristics (almost 
parallel temperature contours) of liquid metal flow, and thus 
are not presented here. The shear-induced boundary layer over 
the rod is always present and isolates the rod from the buoy­
ancy-induced motion in the bath. The corresponding variation 
of the solidification thickness is presented in Fig. 4. The Reyn­
olds number is assigned the values 2 x 104, 4 x 104, 2 X 105, and 
4x 105 while the other parameters are held to their baseline 
values. Reducing the Reynolds number leads to increased res­
idence time of the rod in the bath, which results in more 
solidification and larger exit thickness. The variation of the 
coating growth with Re is quite nonlinear, and indicates the 
significance of the convection effects. This may be observed 
by examining Fig. 4 and comparing the rod thicknesses for 
two values of Re at any given residence time. However, since 
the sensible heat of the solid rod is limited by its inlet tem­
perature, an increase of residence time will not lead to appre-

XI H 

Fig. 4 Effect of Reynolds number on solidification thickness 
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Fig. 5 Effect of solid Stefan number on solidification thickness 

ciable increase in solidification after a certain limit. This limit 
is a function of the solid and liquid Stefan numbers. Addi­
tionally, if the residence time were to increase indefinitely, the 
rod would start to remelt even at small levels of Ste/. 

The effects of the two Stefan numbers Stes and Ste/ are 
presented in Figs. 5 and 6. Different values of Stes chosen are 
0.90, 1.70, 2.11, and 2.31 for Fig. 5, and those of Ste, are 0.0, 
0.10, 0.40, 1.00, and 1.60 for Fig. 6. The other parameters are 
at their baseline values. The Stefan number of the solid is a 
measure of its level of subcooling, and its influence on the 
solidification thickness is shown in Fig. 5. The thickness de­
creases with decreasing Stes as expected. The growth is defined 
by the energy balance at the interface, and remelting of the 
solidified layer occurs if the subcooling is not sufficient to 
compensate for the heat transferred to the solid from the mol­
ten liquid. The liquid Stefan number indicates the level of 
superheating of the molten metal, and its increase reduces the 
solidification rate. For large enough values of Ste/ the rod 
radius may be reduced, even to values smaller than that at the 
inlet. 

A change of Ste, is accompanied by a change of Gr if the 
geometric parameters and phase-change material are kept the 
same. The variations observed in Fig. 6 are essentially due to 
change in Ste/. This point is illustrated in Fig. 7, which shows 
the results for different values of Grashof number, Gr= 108 

and 1.6 x 109, the other parameters remaining at their baseline 
values. The effect of Grashof number is seen to be minimal 
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Fig. 6 Effect of liquid Stefan number on solidification thickness 
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Fig. 7 Effect of Grashof number on solidification thickness 
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Fig. 8 Effect of bath radius on solidification thickness 
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Fig. 9 Effect of solid inlet radius on solidification thickness 

and the solidification profiles are nearly the same. This is due 
to the fact that the solidification is primarily influenced by the 
shear-driven boundary layer on the solid rod, which tends to 
isolate it from the buoyancy effects in the bath. The insignif­
icant effect of the thermal buoyancy on the solidification rate 
justifies the use of forced convection correlation in the de­
velopment of the approximate solution. 

Figures 8 and 9 explore the effect of geometric parameters 
on the solidification process. The results indicate that the lat­
eral dimension R of the bath, as represented by R/H, is not 
an important variable for the set of parameters considered. 
Increasing R results in more solidification because the hot walls 
are at a greater distance from the interface. The effect of the 
inlet solid radius rsi is indicated in Fig. 9. The smaller radius 
rod reaches thermal saturation faster due to its smaller thermal 
mass, and the ratio of local to inlet areas thus reaches an 
asymptotic value. 

Figure 10 presents the effect of two different types of bound­
ary condition at the bottom boundary of the bath. The bottom 
wall is assumed either to be adiabatic, or to be at the same 
temperature as the side walls. The constant parameters for 
these two cases are those corresponding to the baseline case. 
The solidification thickness for the adiabatic condition is larger 
because the overall liquid temperatures are smaller in mag­
nitude than those for the constant wall temperature case. For 
the adiabatic case, the entering solid rod encounters liquid at 

lower temperatures and thus rapid solidification occurs. All 
the previous results (Figs. 3-9) are for the case where the 
bottom wall is held constant at the same temperature Tw as 
that specified for the side walls of the molten bath. 

Conclusions 
Although laminar, mixed convection flow in a finite cavity 

has been extensively studied in the literature, the related prob­
lem of flow with solidification of a pure medium over a moving 
surface in a finite bath has received comparatively little atten­
tion. Such an analysis, required for the modeling of the dip-
coating process, is presented in the present study. A continuum 
model, which includes axial diffusion, thermal buoyancy, and 
shear-induced flow, has been used to investigate the solidifi­
cation of metal during dip-coating. In general, in the range of 
normal operating parameters, the solidification thickness was 
found to depend strongly on the Reynolds and Stefan numbers 
and the ratio of inlet radius to height, and weakly on the 
Grashof number and the ratio of bath radius to height unless 
the bath radius is much smaller than the height. 

An approximate solution for the problem was developed 
using the energy integral method, which is presented in the 
appendix. Its predictions of the variation of the solid radius 
in the bath did not compare well with the numerical predictions 
or the experimental data. This was attributed to the simplifying 
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Fig. 10 Effect of boundary conditions on solidification thickness 

assumptions employed in the development of the approximate 
solution. 

Future studies of the dip-coating process are required to 
evaluate the non-steady-state operation of the process where 
the solid velocity is continually varied in a controlled manner 
to obtain thicknesses of complex, albeit prescribed, variations. 
The dip-coating technology is moving toward such applica­
tions, which would be computer controlled with appropriate 
feedback mechanisms. In order to prescribe velocity changes 
to induce exit thickness variations of the solidified metal, the 
time lag between the cause and effect has to be modeled and 
accurately predicted via thermal analysis of the type presented 
in this study. In addition to the effects included in the present 
analysis, secondary effects such as surface tension will also 
have to be included. 
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A P P E N D I X 
The purpose of this section is to develop an approximate 

analysis of solidification on a moving substrate. As mentioned 
in the introduction, the available analyses of the problem are 
based on oversimplified models (Seeniraj and Bose, 1981; 
Cheung, 1985). In this study, the isothermal conditions for the 
solidified layer (Seeniraj and Bose, 1981) and the moving sub­
strate (Cheung, 1985) are relaxed. The saturated-melt tem­
perature condition (Seeniraj and Bose, 1981) is also removed. 
In other words, the freeze coating of a superheated liquid on 
a nonisothermal moving substrate with a limited cooling ca­
pacity is investigated. 

In addition to the basic assumption made in the general 
model, Eqs. (l)-(4), the following simplifications are made in 
developing the approximate solution: 

1 A steady-state freeze-coating process is considered. This 
implies that the solid velocity, the bath height, and the 
far-field (inlet) liquid temperature remain constant in 
time. The transient growth of the solidified layer is then 
expressed as 

dt dx 
(A.I) 

2 The axial heat conduction in the solid is neglected. This 
may be justified because the solid radius (including the 
solidified layer) is small compared to the height of the 
bath. 

3 The melt flow is assumed to be solely induced by the 
moving solid. The effects of bath walls and free surface, 
as well as the effect of thermal buoyancy on the melt 
flow, are neglected to enable the development of the 
approximate solution. 

In view of the last assumption, only the equation for the 
conservation of energy in the solid is solved, and the local 
convective heat flux from the warm liquid to the moving solid 
is treated as an input parameter, which may be directly obtained 
from the conventional solution of forced convection over a 
moving surface without phase change such as those given by 
Eckert and Drake (1972). In this practice, negligible interaction 
between the melt flow and the shape of the solid-liquid in­
terface is implied, which is understood to be only valid for the 
growth of thin crusts. Similar arguments have been successfully 
employed by previous investigators, e.g., Epstein (1976) and 
Cheung (1985). 

With the above assumptions, the equations governing the 
conservation of energy in the solid in terms of its temperature 
Ts (r, x), and the solid profile rs(x) can be written as follows: 

pUsh/%=k'^£'r=r*~hx (T"~T/) (A-26) 

where Ta is the melt temperature far from the interface, equal 
to Tw of the general model. The local coefficient hx of con-
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Nuv = C, Rel/2 Pr (A.3) 

vective heat transfer from the liquid to the interface is an input 
parameter that for laminar boundary layer flow of a fluid with 
Pr « 1 over a flat plate is given as (Eckert and Drake, 1972). 

" * / " 
where Rex = Usx/v is the local Reynolds number, and Cx is a 
constant order of 0.5. The boundary conditions of the problem 
are as follows: 

r = rs: Ts=Tf, (A. 4a) 

= 0: 
dTs 
dr 

= 0, 

x = 0: Ts = Tsh and rs = rsi 

(AAb) 

(A.4c) 

To find the spatial variation of the crust thickness, the energy 
equation, Eq. (A.2a), is integrated over the cross section of 
the solid, after first nondimensionalizing it using the dimen-
sionless variables defined in the text, to yield 

d p 
dx* J0 

9,r* dr* = 
39, 

RePr a/ dr* 
(A.5) 

The dimensionless solid temperature 9., is defined as (7^ - 7})/ 
(T„—Tf) and the Reynolds number is based on the bath height 
H. In reducing Eq. (A.5), boundary conditions Eqs. (A.4a) 
and (A4.&) have been invoked. The interface energy balance 
equation, Eq. (A.2), is nondimensionalized after substituting 
hx from Eq. (A.3) to yield 

dr* «Ste, 9 9 , | C,Ste, 
= (A.6) dx* RePr dr* V RePrx 

To simplify the solution of Eq. (A.6), different solid tem­
perature profiles are assumed to characterize the thermal de­
velopment of the solid as it travels through the bath. The 
temperature profiles are required to satisfy the integral energy 
equation Eq. (A.5) and the boundary conditions Eqs. (A.4a) 
and (A.4b). As shown in Fig. A. 1, the first profile is consistent 
with the notion of a thermal penetration thickness A(x*), be­
yond which the effects of the interface conditions are negli­
gible, i.e., 

(U , for ()</•*</•;-A 

(A, [!-(/•*-/•,+A)2 /A2] for/v -A<r*<rs 

where 0 < A(x*) -<r*(x*). Substituting this temperature profile 
into Eqs. (A.5) and (A.6) results in 

-24r* 

dP ^ " 4Ars + A 1 = 
RePrA 

drs 

dx* 
/cSte/ 
RePr 

-29, CiSte; 

VRePr? 

(A.8) 

(A.9) 

Equations (A.8) and (A.9) form a system of first-order non­
linear differential equations, which is solved for the unknown 
functions r*(p) and A(x*) with Eq. (A.4c) and A(0) = 0 as 
boundary conditions. The system is integrated using fourth-
order Runge-Kutta scheme with adaptive step-size control 
(Press et al., 1989). The first step of the marching integration 
required special consideration to ensure the correct starting 
behavior since both r* and A have infinitely large gradient at 
x* = 0. The system of Eqs. (A.8) and (A.9), however, may be 
simplified using the following facts: 

* 
A « r*s and 4 « — (A. 10) 

h,(T„-T() 

Fig. A1 Idealized dip-coating system 

near the starting point, x* = 0. Applying the conditions of Eq. 
(A. 10) to Eqs. (A.8) and (A.9), the thermal penetration thick­
ness and solid radius for small x*'s are calculated as 

i2x*y/2 

RePr/ 
A = and 

r* = r*i - 2Ste,(/<9j; + C, V I 
3RePr 

(A. 11) 

(Note that Bsi < 0 due to the choice of nondimensionahzation.) 
The thermal penetration thickness and solid radius are cal­

culated from Eqs. (A.8) and (A.9) up to x* = x* where A(x*) 
= r* (x*), and beyond that a quadratic temperature profile is 
assumed, 

9 5 = 9 C 1 
„*2 

for 0 < r <rs (A. 12) 

where Qc(x*) is the centerline temperature of the solid, which 
is calculated along with the solid radius by substituting the 
above profile into Eqs. (A.5) and (A.6), 

- 4 [ > - ; 2 9 j = ^ 
dx RePr 

drs /cSte, / - 2 9 , 
dx* ~ RePr 

CiSte; 

•\f~RePTX* 

(A. 13) 

(A. 14) 

The system of Eqs. (A. 13) and (A. 14) is solved using a fourth-
order Runge-Kutta scheme with the starting condition pro­
vided from the endpoint solution of system of Eqs. (A.8) and 
(A.9). This marching integration is carried on up to a point 
x*2 where 9C and thus the entire solid reached the uniform fusion 
temperature. Beyond x*, therefore, the first term on the right-
hand side of Eq. (A.7) vanishes, and the rest is integrated to 
yield 

rs (x )=rs(x2) 
* 2C,Ste, 

(A. 15) 

dx* 

RePr 

The marching integration routines and Eq. (A. 15) are used 
with the bounding conditions 

/ \ > 0 a n d x * < 1 . 0 
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Convective Trapezoidal Profile 
Longitudinal Fins 
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Nomenclature 
A = area perpendicular to heat flow, m2/m 
Bi = Biot number = hw/k 
d = width of the fin = 1 m 
h = heat transfer coefficient, W/m2-K 
k = thermal conductivity of fin material, W/m-K 
L = fin height, m 

L* = optimum fin height, Eq. (19) 
Nr = removal number = g/2hwB0 
N* = optimum N„ Eq. (21) 

P = fin perimeter, m/m 
p = dimensionless parameter = «/(l - X) 
Q = dimensionless heat dissipation = q/2k&0 
q/ = heat dissipated by the fin, W/m 
r = coordinate, m 
T = dimensionless temperature = 6/9„ 
u = aspect number = L(hP0/kA0)

ln = (L/w) Bi1/2 

V = volume of the fin, m3/m 
V* = optimum volume, Eq. (20) 
w = base fin semi-thickness, m 

w* = optimum base semi-thickness, Eq. (18) 
x = dimensionless coordinate = r/L 
y = thickness of the fin at r, m 
z = dimensionless fin profile, Eq. (5) 
a = slope of the fin's lateral surface 
9 = fin temperature in excess of ambient, °C 
f = dimensionless parameter = B)n 

X = ratio of tip to base thickness = we/w 
£ = dimensionless parameter = 2p 

Superscripts and Subscripts 
e = conditions at the tip of the fin 
o = conditions at the base of the fin 

= optimum dimensionless quantities 
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Introduction 
One of the most commonly used types of extended surface 

is the longitudinal or straight fin. Gardener (1945) derived the 
efficiency of five different profile straight fins, which, except 
for the one of constant thickness, all had profiles with zero 
tip surface. However, real fins do not have zero thickness 
surfaces, nor is it desired to have one. Therefore, Gardner's 
analysis, except for one case, is only of academic interest. In 
technical applications the most widely used fins are those with 
trapezoidal profile, and this is the subject of this investigation. 

These fins were first treated by Harper and Brown (1922) 
who derived an approximate formula for their effectiveness. 
Recently Chung (1989) solved the optimization problem for 
trapezoidal profile fins: fins that produce the maximum heat 
dissipation when the volume is specified. Their results are 
presented in three graphs that can be used to determine the 
dimensionless base and tip thickness, and heat dissipation, 
respectively. The optimum quantities are expressed as func­
tions of the nondimensional volume hVW2/k and the ratio of 
the heat transfer coefficients hjh. However, their results are 
unnecessarily complicated by the inclusion of the heat transfer 
from the tip of the fin. As was shown recently by Razelos and 
Georgiou (1992) in properly designed fins (fins with Bi of 
O(0.01)), the heat transfer from the tip can be neglected without 
any appreciable error. 

In this paper we present an analysis of trapezoidal profile 
longitudinal fins that delineates their thermal performance. 
We also give an improved solution of the optimal problem 
using the method introduced by Razelos (1979, and 1983). 

Analysis 
The fin considered here is depicted schematically in Fig. 1. 

We define a dimensionless fin profile z as 

• X ) - = X + ( 1 - •\)x (1) 

The mathematical treatment is based on the well-known Mur­
ray (1938) and Gardner (1945) simplifying assumptions. Under 
these assumptions the fin temperature is governed by the fol­
lowing differential equation and boundary conditions: 

dz\ dz 
-P2T 

dT 
dz 

at z = l 

atz = X We>0 

(2) 

(3) 

(4) 

where X = we/w, p = «/(l - X), and u = {L/w) Bi1/2 the aspect 
number. The solution of Eq. (2) is the zero-order Modified 
Bessel function (Abramowitz and Stegan, 1972). 

Thus the dimensionless temperature T is equal to 

T=QIo{2pzW2) + C2K0(2pzm) (5) 
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Fig. 1 Schematic diagram of a trapezoidal profile fin 
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Fig. 2 Variation of the nondimensional quantities Q/Bi1'2 and W,Bi'' 
with the aspect number u 

The constants C\ and C2 are determined from the boundary 
conditions Eqs. (3) and (4). 

The temperature for the two limiting cases of the slope X = 
0 (triangular profile fin), and X = 1 (constant thickness fin) 
can be readily derived from this general solution. In the first 
case the finite fin temperature dictates that C2 = 0. In the 
second case the solution is obtained from the asymptotic values 
for large argument (p — oo) of the modified Bessel functions. 

The heat transfer from the fin is equal to 

Q Qf _ w (^ 
~'2kQ~0

 = L\faJx 
-mW2D (6) 

where D = {dT/d{2pzul))z=\ and is equal to 

P=CJl(2p)-C2Kl{2p) (7) 

Note that D is a function of u and the slope X. The variation 
of Q/Bi1/2 with u is plotted in Fig. 2 for X = 0, 0.5 and 1. 
One measure of the fin's thermal performance is the removal 
number Nr (Gardner named it effectiveness) and is defined as 
"the ratio of the heat dissipated by the fin qj to the heat that 
would be dissipated by the fin's base area if the fin was absent 
with the same h and G0. Therefore Nr is equal to 

Nr--
D 

~2hwQ ~Bi1 / 2 
Qf (8) 

that this figure should be used to evaluate the fin's thermal 
performance, instead of the commonly used efficiency graph. 

The Optimum Fin 
Following Razelos's (1979,1983) approach, we define a non-

dimensional volume U as 

U 
h2V h2(\ + \)wL (l+X)uBi3 ' 

2k2 2k2 (9) 

For a given slope X the dimensionless heat dissipation Q, Eq. 
(6), and the dimensionless volume [/are functions of Bi1/2 and 
u. Thus the stationary values of Q for given U must satisfy 
the relation 

dUdQ „ 
- = 0 

du dt 
(10) 

dU_dQ 

df du 

where for brevity in Eq. (10) we denote Bi1/2 with f. Note that 
the problem of maximizing Q for a given U is equivalent to 
the problem of minimizing U for a given Q, since both problems 
are characterized by the root of the Eq. (10). Performing the 
differentiation in Eq. (10), we obtain the following transcen­
dental equation: 

3p^-D = 0 (11) 
dp 

The derivative D can be conveniently written as a ratio of two 
determinants Dx/D2 

D = DJD2 

Ix{2p) Kx(2p) 

h(2pv) Kl(2pv) 

(12) 
I0(2p) -K0(2p) 

Ii(2pv) K^pv)) 

where v = X1/2. Introducing Eq. (12) into Eq. (11) we get 

rfPi dD2 Pi 

di d% 3? 

The derivatives of the determinants A and P2 are equal to 

(13) 

dPx 

dl 

dP2 

dl 

/ i ( f ) * i ( $ ) 

vl'xdiv) Kitfv) 

/»(£) -Ko 
vlittv) KMv) 

+ 

+ 

/ i ( f ) ^ i ( { ) 

/,(€«) vKldv) 

/<,(«) -K'0{1) 
Id$v) vKUZv) 

(14) 

(15) 

where the prime means derivative with respect to the argument 
£ = 2p or £u = 2pv. For a given X the root of the above 
equation uniquely determines a «opt and consequently a Z)opt. 
We have used the subroutine "fzero" of the software package 
MATLAB (1991) to obtain the roots of Eq. (13) for several 
values of X. Subsequently, we used the subroutine "polyfit" 
of the same software that performs a least-square fit, to express 
the quantities wopt and Z>opt as polynomial of X as follows: 

uopt= (12.18947*X+129.7844)/100 (16) 

A,pt = (-2.34264*X2+13.8986*X+130.6659)/100 (I7) 
Equations (16) and (17) represent the dimensionless parameters 
u, 
than 0.03 percent 

In order to acquire a good understanding of the influence 
of the material properties upon the optimal results, we intro­
duce the following optimum nondimensional parameters that 

opt and £>0pt in the region 0.2 < X < 1 with an error of less 

for a given X are functions of wopt and Dopt: 

w = 

Thus, Fig. 2 is also a plot of the product A^Bi172. We propose 
L"=-

hkwopt 

(Qf/Qo)2 

0.25 
' P2 

0.5M, Opt 

(qf/Q0) P0 

(18) 

(19) 
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Fig. 3 Variation of the ratio of O/U1'3 with the aspect number u 

In Fig. 3 the values of Q/Uu3 are plotted versus u for the three 
values of the slope X = 0, 0.5, and 1. We may conclude by 
inspection of Fig. 2 that for a good fin design the value of the 
aspect number u must be between 1 and 1.5'. This result is in 
contrast with the customary practice of using small values of 
u that result in large (close to 1) values of efficiency. 

Concluding Remarks 
Although the analytical solution of the trapezoidal profile 

longitudinal fins was known, the results presented here, such 
as those depicted in Figs. 2 and 3, are more useful than the 
graphs presented in textbooks and handbooks that depict fin 
efficiencies. We have also presented here an improved solution 
of the optimum problem. One can employ our method to 
determine the optimum heat dissipation and dimensions of the 
fin, without having to consult any graphs. In addition, the 
results presented in Fig. 3 can be used to estimate the fin's 
thermal performance, when it is designed off the optimum 
conditions (u < or > «opt). 

K* = 
h2kV0Vi 

(qf/Qo? 

N*=NrQ = Di 

0.25(1+ X)«, opt 

2D1 

2 
'opt 

(20) 

(21) 

From the above parameters we can conclude that the optimum 
base thickness and volume are inversely proportional to the 
thermal conductivity k or to k/p {p is the density) for a specified 
heat dissipation. However, if the volume is specified, the above 
optimum quantities are only proportional to the 1/3 power of 
k or k/p. 

To illustrate our method we take, for comparison purposes, 
the example given by Chung et al. (1989). The following are 
given: volume V = 0.00488 frVft, film coefficient h = 25.29 
Btu/hr-ft2-R, thermal conductivity k = 79.79 Btu/hr-ft-R, and 
9 0 = 140 R. Since the authors optimize the slope, we must 
take their value of X, which is determined from the following 
equation: 

w(l - X) V(\ - X) 

L ~L2(1 + X)~ 
:tan(a) (22) 

Their values of a = 1.59 deg and L = 3.58 in are substituted 
into Eq. (22) to get X = 0.32804. Employing Eqs. (20), (21), 
and (18) we obtain uopt = 1.3378, Dopt = 0.8155, and V* = 
0.40956. Then from Eq. (18) we determine qf = 1186.1 Btu/ 
hr-ft and from Eq. (21) we determine Nr = 12.5. Our value 
of heat dissipation is in excellent agreement with the authors' 
qf = 1189.3. However, if one employs the results presented 
graphically to obtain the fin's optimum dimensions, some er­
rors may be introduced. In addition, they cannot be used 
directly for computer calculations and in this respect our 
method offers an improvement. 

For this example it is interesting to compare the above results 
with those obtained by using a rectangular profile fin (X = 1) 
having the same volume. In this case we have V* = 0.5043 
and A,Pt = 0.8894, which yields q = 635.3 Btu/hr-ft and Nr 

= 18.9. We can observe that while the constant thickness fin 
dissipates 46.5 percent less heat than the trapezoidal profile 
fin, it dissipates 51.2 percent more heat per unit length. There­
fore, in designing fins, the choice of the profile does not depend 
on the heat transfer but on structural considerations. 

Finally, we should point out that in many situations it is 
desirable to know the fin's performance at off-optimum con­
ditions. This can be accomplished by examining the ratio 

_Q_ D(u, X) 

"1/3 
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The solid-liquid phase change phenomenon appears in na­

ture and many industrial processes and has received much 
attention recently. Because, of the strong nonlinearity of the 
solid-liquid interface (cf. 6zi§ik, 1980), an exact solution to 
the melting of solids is nearly impossible, except for a few 
cases of the Stefan problem. Even for the simple case of the 
melting of a finite slab, a closed form of an exact solution 
cannot be obtained. A literature search indicates that melting 
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Fig. 3 Variation of the ratio of O/U1'3 with the aspect number u 

In Fig. 3 the values of Q/Uu3 are plotted versus u for the three 
values of the slope X = 0, 0.5, and 1. We may conclude by 
inspection of Fig. 2 that for a good fin design the value of the 
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Concluding Remarks 
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thermal performance, when it is designed off the optimum 
conditions (u < or > «opt). 
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(a) Insulated Surface 

ar, j 

(b) Isothermal Surface 

T2(W, t )= Tj 

Fig. 1 Schematic of the melting problems 

of a finite slab subject to a constant temperature on one sur­
face, while the other surface is insulated, is analyzed by Cho 
and Sunderland (1969). The same problem with boundary con­
ditions of the second kind has been solved by Goodman and 
Shea (1960) applying the perturbation method to the integral 
equations. They addressed the melting of a finite slab with one 
surface at a constant heat flux with the other surface insulated 
or kept at its initial uniform temperature. The perturbation 
method is also applied by Pedroso and Domoto (1973) to obtain 
the solution of planar solidification of a saturated liquid with 
convection on one surface. It is well known that melting of a 
finite slab depends on the boundary conditions imposed when 
the initial temperature is uniform and lower than the melting 
temperature. The melting process starts immediately when a 
constant temperature, which is higher than the melting point, 
is subjected to one surface of the slab. However, for the second 
kind of boundary condition, melting begins only after a definite 
period of preheating when the temperature at the heated sur­
face reaches the melting point. Goodman and Shea (1960) 
introduced the parameter a = [aW/2k2(Tm-T$\ to dis­
tinguish between two cases of slabs melting with the second 
kind of boundary condition, where q is the heat flux on the 
surface; and W, k2, T„„ and T, are the thickness, thermal 
conductivity, melting temperature, and initial temperature of 
the slab, respectively. When a>\, the left wall temperature 
(the left surface is suppose to be heated) will achieve the melting 
point faster than the thermal penetration layer approaches the 
right end, indicating that a shorter preheating time is needed. 
However, for a < 1, the left wall temperature will still be below 
the melting point. Even though the thermal layer penetrates 
the right surface, further heating is still needed for the left 
wall to reach the melting point. The solution to the case of 
a > 1 is still not available in the open literature in spite of the 
solution to the case of a < 1 reported by Goodman and Shea 
(1960). Therefore, it is the aim of this technique note to analyze 
the constant heat flux melting of the finite slab, and the case 
of a > 1 will be considered. 

Problem Formulation 
The problem considered in this investigation is shown in Fig. 

1. The one-dimensional finite slab having width Wis composed 
of phase-change material with an initial uniform temperature, 
Tj, which is below the melting temperature, Tm. It is assumed 
that a constant heat flux is considered to be on the left surface, 
and the right surface is either insulated or maintained at the 
initial temperature. Considering the following dimensionless 
variables: 

X=x/W, T = al/W
2, G = Cpl(T-T„,)/L, S = s/W 

Ste = CplqW/kiL, Sc = Cp2(T„,-Ti)/L, Ka = a,/a2, 

where a is the thermal diffusivity; Cp is specific heat; k is 
thermal conductivity; and L is the latent heat of the melting; 
s is the solid-liquid interface location; Ste is the Stefan number; 
and Sc is the subcooling parameter. The subscripts 1, 2, m, 
and / refer to liquid, solid, melting, and initial state, respec­

tively. The governing equations and boundary conditions are 
given in the following dimensionless form: 

3Z9, 39, 

BX2 ~ dr ' 

39, 

dX 
= - Ste, 

dXz '• = K, 
39 , 

OT 

el(x,T)=e2(x,r)=o, 

dX adX a dr 

0<X<S(T), T>T„ 

X=0, T>T„ 

S(T)<X<\, T<T„, 

x=S(r), T>T„, 

X=S(T), T > T „ . 

T>T„, 

(1) 

(2) 

(3) 

(4) 

(5) 

(6a) 

(6b) 

The right surface of the slab will be: 
(a) The insulated case: 

^ = 0, X=l. 
dX 

(b) The isothermal case: 

e2(X,r)=-Sc, X=\. 

where r„, is the preheating duration. 

Solution Method 
As mentioned earlier, this technical note considers the case 

of a > 1. That is, after a short time of preheating duration, 
the melting process will begin before the thermal penetration 
layer approaches the right surface of the slab, and then con­
tinue after the thermal penetration layer reaches the right sur­
face. When the right surface is insulated, the entire slab will 
have melted; otherwise, the melting process will reach a steady 
state. Therefore, the solutions to the melting of a finite slab 
are obtained based on different stages, the first being the pre­
heating duration and temperature distribution; the second, the 
solution before the thermal penetration layer reaches the right 
surface; and finally, the solution after the thermal penetration 
layer reaches the right surface, which is insulated or kept at a 
uniform temperature. 

The preheating duration, thermal penetration depth, and 
temperature in the slab are obtained by the integral approxi­
mation method (Zhang et al., 1990). The results are given here 
for convenience in a subsequent discussion. 

2ScL 

'' 3i:„Ste2 

2Sc 

K„Ste 

e 2 (* . r,„) = 
Sc 

-Sc 

X 
0 < X < A „ 

A„,<A-<1, 

(7) 

(8) 

(9) 

where A,„ is the dimensionless thermal penetration layer depth. 

Solution Before the Thermal Penetration Layer Reaches the 
Right Surface. In this case, the melting in the slab can be 
considered as melting in a semi-infinite region because the 
boundary condition of the right surface slab has no effect on 
the temperature distribution in the slab. Thus, the solution to 
melting in a subcooled, semi-infinite solid given by Zhang et 
al. (1990) can be applied here. The temperature distribution 
in the solid phase is presented as: 

2 

e2(x,T)=sc 
A-X 
A-S 

1 (10) 
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The differential equation to relate the thermal penetration 
with the solid-liquid interface location is: 

6 a., dS dA 
Ka(A-S)~ dr + dr' 

The temperature distribution of the liquid phase has been 
obtained by El-Genk and Cronenberg (1979) as follows: 

e , (* , r) = SteV4(r-rm) 

ierfc 
V4(r-rm) 

ierfc 
V4(r - r m ) , 

(12) 

where ierfc is the integral of the complementary error function. 
The differential equation of the solid-liquid interface location 
is expressed as: 

ds „ , / S \ 2Sc 

and the initial conditions of Eqs. (11) and (13) are: 

S(r„ , )=0 (14) 

A(r,„) = A,„. (15) 

Now, solving Eqs. (13) and (15) by applying the Runge-Kutta 
technique, the interface location and the thermal penetration 
depth can be determined for the time period rm ~ T\ . T\ is the 
time at which the thermal penetration layer reaches the right 
surface. Obviously, A ( T I ) = 1 . 

Solution After the Thermal Penetration Layer Reaches the 
Insulated Right Wall. After the thermal penetration layer 
reaches the insulated right wall, the temperature of the liquid 
phase can still be calculated by applying Eq. (12), while si­
multaneously, the temperature distribution in the solid phase 
can be determined by the following integral method. 

Integrating Eq. (3) with respect to X between (S, 1), and 
considering the boundary conditions, Eqs. (4) and (fid), the 
integral equation of the solid phase is: 

where 

302 
' dX 

H2 

-Ka 
dH2 

dT 
(16) 

e2dx. 

Substituting Eqs. (22) and (12) into Eq. (5), one obtains: 

rfS_ct f ( S \ 2 ^ 
dr"Stee CVV4F=^); KAi-Sf' 

(23) 

where erfc is the complementary error function. Therefore, 
the solid-liquid interface location and temperature distribution 
in the solid phase are calculated by solving coupled Eqs. (21)-
(23) with the help of the Runge-Kutta method. 

Solution After the Thermal Penetration Layer Reaches the 
Isothermal Right Wall. The solution after the thermal pen­
etration layer reaches the right isothermal wall is found by the 
integral approximation method. With a similar derivation of 
Eq. (16), the integral equation in the solid phase with a constant 
wall temperature at the right end is given as: 

dX 
302 

' dX 
= K, 

dH2 

dr 
(24) 

Assuming the temperature distribution in the solid phase to 
be a second-order polynomial and considering the boundary 
condition of Eq. (6b), the temperature distribution in the solid 
phase will be expressed as: 

Qi(X, T) = — (X-S)+7^-3[(X-S)2 

l-S ( i - s r 
(\-S)(X-S)). (25) 

With the substitution of Eq. (25) into Eq. (24), an ordinary 
differential equation with rj(r) as a dependent variable is ob­
tained: 

dv 12 , „ dS n (26) 

The initial value of ?J(T) is determined from Eq. (20). 
Assuming that the temperature distribution is of a quadratic 

form in the liquid phase, and taking into account the boundary 
conditions of Eqs. (2), (4), and (5), the temperature distribution 
expression in the liquid phase can be derived in a similar manner 
(cf. Zhang et al., 1990). 

e , (* . T) = ^(X-S)2-^2(X
2-S2), (27) 

where 

Assume that Q2(X, T) is of the form: 

Q2(X,T) = BI(X-S)+B2(X-S)2, (17) 

where B\ and B2 are functions of T. Substitution of Eq. (6a) 
into Eq. (17) gives: 

Q2 = B2[(X-S)2-2(1-S)(X-S)]. (18) 

Substituting Eq. (18) into integral Eq. (16), and defining I}(T) 
= B2(l-S)3, one then obtains: 

di\ 3?/ 
~ch + Ka(\-Sf 

; = 0. (19) 

The initial value of t\ is obtained from Eq. (10): 

r,(r,) = Sc[l-S(r 1)] . (20) 

By means of separation of the variables, T)(T) is obtained as: 

3 
i,(T) = Sc[ l -S(T,) ]exp I TlKa(l-S)-

dr (21) 

The temperature distribution of the solid phase is then given 
by: 

V(r) 
e2(x,T)-- (i-sy 

[(X-S)'-2(l-S)(X-S)]. (22) 

P = 2 
ScS Sri(r) 

Ka(l-S) Ka(l-S)< 

1 

+ 4S Ste 

ScS ST,(T) 
- + • 

Ka(l-S) Ka(l-S)' 
- 1 

Integrating Eq. (1) with respect to X from 0 to S, we have: 

90i 
dX 

+ Ste = -
dHj 
dr ' 

(28) 

where 

Q<dX. 

Substituting integral Eqs. (24) and (28) into the solid-liquid 
interface Eq. (5), one obtains: 

Sc 

4 I dr 12 dr dr dr Ka(l-S) 
= Ste. (29) 

Integrating both sides of Eq. (29) with respect to (T{, T), one 
obtains: 

Journal of Heat Transfer MAY 1993, Vol. 1 1 5 / 4 6 5 

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1 

0.8 -

0.6 -

0.4 -

0.2 " 

0 H 

Ste Sc 

1.0 0.01 
1.5 0.01 

2.0 0.01 

—*—1.0 0.1 
— • - - 1.5 0.1 

- - " - - 2 . 0 0.1 

' 

, ' • * ' 
20 
30 - ' , * ' ./,•' 

2 , ' •' . ' 

3 - ' • ' -y ^^* 
4 , ' / . • > ^ ^ ^ 

, ' - . • / ^ < ^ 

, ' < * / • • ' ^ < ^ 

yy^ 

si-
/ 

0.6 

Fig. 2 Solid-liquid interface variation with time for the insulated right 
surface 

(a) So = 0.04 

[12+lSc + 2(SteS+2p)}S = r,(r)-Sc{5 + 4[S(rl)-Am]} 

12Sc 
+ 12Ste(T-T,„) - s ; r,Ka(l-S) 

dr. (30) 

Equations (20), (25), (26), (27), and (30) are used to obtain 
the temperature distributions in the solid and liquid phases 
and the solid-liquid interface location. This is accomplished 
by using the Runge-Kutta method. 

Results and Discussion 
In this section, the discussion will emphasize variation of 

the solid-liquid interface location with time. The two cases of 
the insulated right surface and the isothermal right surface of 
the slab are considered. All the solutions are obtained for the 
value of a > 1. 

The first case is the melting of a slab subjected to an insulated 
right surface. Figure 2 shows the variation of the solid-liquid 
interface location with dimensionless time and with Stefan 
numbers Ste = 1.0, 1.5, and 2.0, and the subcooling parameters 
of & = 0.01 and 0.1. The corresponding values of a are given 
in the figure. It is seen from this figure that the solid-liquid 
interface varies almost linearly with time. The effect of the 
Stefan number on melting is positive. That is, the greater the 
Stefan number, the greater the value of S (or the more liquid 
fraction). This is because all the heat added is used for melting 
without any loss at the right surface. The subcooling param­
eter, Sc, has an opposite effect on melting. More heat is needed 
to increase the solid phase temperature to the melting tem­
perature. 

In the case of the slab having a right isothermal surface, the 
variation of the solid-liquid interface location with time is 
depicted in Figs. 3(a) and 3(b). The corresponding parameters 
used to draw these figures are displayed on each figure. It is 
obvious that the melting process will reach a steady state, and 
the interface location does not change with time. It is seen that 
under the same subcooling conditions, the time it takes to reach 
a steady state decreases as the Stefan number increases. Also, 
the liquid fraction increases as the Stefan number increases. 
From Eq. (29), when the process reaches the steady state, the 
solid-liquid interface location can be expressed as: 

S ( o o ) = l - Sc 
KaSte 

= 1 'la 

which means that the solid-liquid interface location in the 
steady state approaches 1 as parameter, a, increases. A greater 

Ste 
-0.5 

-0.6 

-0.7 

a 
1.25 

1.50 

1.75 

4 6 10 

(b) Sc = 0.08 

Fig. 3 Solid-liquid interface variation with time for the isothermal right 
surface 

S 0.3 

Fig. 4 Solid-liquid interface variation with time for the isothermal right 
surface (a = 1, Sc = 5.0) 

quantity of liquid can be obtained before a steady state is 
achieved when more heat is added. 

On the other hand, the present method can be applied to 
analyze the case of a > 1 (cf. Zhang, 1991) and the comparison 
of the predicted results show excellent agreement with Good­
man and Shea (1960). Furthermore, using the present method 
of analysis, one can obtain the solution in the event the Good­
man and Shea method fails. For example, for the case of a = 1 
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and Sc= 5.0, the solid-liquid interface location variation with 
time with the parameter^ = 0.3, 0.6, and 1.0 is demonstrated 
in Fig. 4. It is seen that as Ka decreases, the liquid fraction 
increases. Finally, the melting process reaches the steady state, 
S = 0.5. 

Concluding Remarks 
In this paper, the melting of a finite slab has been analyzed. 

The slab is subjected to the conditions of a constant heat flux 
on one surface, and either an, insulated or a constant temper­
ature maintained on the other surface. The solutions were 
obtained using the Runge-Kutta and integral approximation 
methods for the case of a > 1. Some of the results are shown 
in the figures to discuss the influences of associated parameters, 
such as Ka, Sc, Ste, or a. Fig. 1 Definition of geometry of a tape/film superconductor 
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Introduction 
Thermal stability is one of the major issues in the design of 

superconducting devices. Stability of superconductors has been 
investigated from different viewpoints such as cryogenic sta­
bility, normal zone propagation, and adiabatic stability. For 
a thin-film superconductor, found in technologies for energy 
conservation, nuclear fusion, MHD-power generation, linear 
motor cars, nuclear magnetic resonance, superconducting 
switches, and superconducting quantum interferometric de-
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vices, it was pointed out by Flik and Tien (1990) that the 
stability criterion should be based on the consideration of 
intrinsic stability. They considered the criterion of intrinsic 
stability for a thin-film superconductor subjected to a heat 
release from a centrally located line heat source, as depicted 
in Fig. 1. The criterion is expressed as 

Jr<l-cj>mm (1) 
where Jr = J0/Jco, with J0 being the operating current density, 
and Jc0 the critical current density at the operating temperature 
T0- <£max is the maximum value of the instability parameter 4> 
during the process, with 0 defined as 

<M0=-^( [ g(e)dxdy (2) 

where 

r(0) = 
6, 0<6><1; 
1, 6>>1 

(3) 

and 9 = (T - T0)/(TC - T0) with Tc being the critical 
temperature. 

Flik and Tien (1990) calculated <j> for the thin-film super­
conductor of Fig. 1 by solving the heat diffusion equation 
using a finite-difference method. In the present work, the heat 
diffusion equation is solved analytically through separation of 
variables. Based on the result of the intrinsic stability analysis, 
the present work further addresses the issue of recoverability 
of a quenched superconductor, and studies the recovery mech­
anism based on the instability parameter, cryogenic cooling 
rate, and Joule heating rate. Recovery of superconductivity 
based on a different stability criterion for a one-dimensional 
infinite superconducting winding structure has been studied by 
Bejan and Tien (1978). 

Analysis 
In accordance with Eq. (1), intrinsic stability fails at the 

instant t{ that <£(̂ i) = 1 _ Jr- Before intrinsic stability fails, 
i.e., 0 < t < tu for the thin-film superconductor subjected 
to an instantaneous heat release at the axis, and convective 
heat transfer on the surfaces, as depicted in Fig. 1, the tem­
perature distribution is obtained by solving the following heat 
conduction problem: 

ri, T), 0<£<r, 0<rj<l, 0<r<T! (4) 

with insulated boundary conditions at £ = 0 and r\ = 0, and 
convective boundary condition at £ = r and rj = 1 (Unal et 
al., 1991). The initial condition is based on the assumption 
that energy is initially deposited in an area of 4Ax X Ay, of 
which the normalized form is: 
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and Sc= 5.0, the solid-liquid interface location variation with 
time with the parameter^ = 0.3, 0.6, and 1.0 is demonstrated 
in Fig. 4. It is seen that as Ka decreases, the liquid fraction 
increases. Finally, the melting process reaches the steady state, 
S = 0.5. 

Concluding Remarks 
In this paper, the melting of a finite slab has been analyzed. 

The slab is subjected to the conditions of a constant heat flux 
on one surface, and either an, insulated or a constant temper­
ature maintained on the other surface. The solutions were 
obtained using the Runge-Kutta and integral approximation 
methods for the case of a > 1. Some of the results are shown 
in the figures to discuss the influences of associated parameters, 
such as Ka, Sc, Ste, or a. Fig. 1 Definition of geometry of a tape/film superconductor 
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Thermal stability is one of the major issues in the design of 

superconducting devices. Stability of superconductors has been 
investigated from different viewpoints such as cryogenic sta­
bility, normal zone propagation, and adiabatic stability. For 
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vices, it was pointed out by Flik and Tien (1990) that the 
stability criterion should be based on the consideration of 
intrinsic stability. They considered the criterion of intrinsic 
stability for a thin-film superconductor subjected to a heat 
release from a centrally located line heat source, as depicted 
in Fig. 1. The criterion is expressed as 

Jr<l-cj>mm (1) 
where Jr = J0/Jco, with J0 being the operating current density, 
and Jc0 the critical current density at the operating temperature 
T0- <£max is the maximum value of the instability parameter 4> 
during the process, with 0 defined as 

<M0=-^( [ g(e)dxdy (2) 

where 

r(0) = 
6, 0<6><1; 
1, 6>>1 

(3) 

and 9 = (T - T0)/(TC - T0) with Tc being the critical 
temperature. 

Flik and Tien (1990) calculated <j> for the thin-film super­
conductor of Fig. 1 by solving the heat diffusion equation 
using a finite-difference method. In the present work, the heat 
diffusion equation is solved analytically through separation of 
variables. Based on the result of the intrinsic stability analysis, 
the present work further addresses the issue of recoverability 
of a quenched superconductor, and studies the recovery mech­
anism based on the instability parameter, cryogenic cooling 
rate, and Joule heating rate. Recovery of superconductivity 
based on a different stability criterion for a one-dimensional 
infinite superconducting winding structure has been studied by 
Bejan and Tien (1978). 

Analysis 
In accordance with Eq. (1), intrinsic stability fails at the 

instant t{ that <£(̂ i) = 1 _ Jr- Before intrinsic stability fails, 
i.e., 0 < t < tu for the thin-film superconductor subjected 
to an instantaneous heat release at the axis, and convective 
heat transfer on the surfaces, as depicted in Fig. 1, the tem­
perature distribution is obtained by solving the following heat 
conduction problem: 

ri, T), 0<£<r, 0<rj<l, 0<r<T! (4) 

with insulated boundary conditions at £ = 0 and r\ = 0, and 
convective boundary condition at £ = r and rj = 1 (Unal et 
al., 1991). The initial condition is based on the assumption 
that energy is initially deposited in an area of 4Ax X Ay, of 
which the normalized form is: 
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0« , i / ,O ) = 
6d, 0 < £ < A £ , 0<17<A?) 
0, A£ < £ < r, Arj < ij < 1 

(5) 

The nondimensional parameters involved in the above for­
mulation are defined as 

d-Jkr r k 

m=f k=(kxky)
l/2 

I 
~d 

tdT 

- kyt 
~~d2

PC 

e</ = 

d4kr 

ed - (6) 
•A£Arj " pC{Tc-T0)Aad 

where k is thermal conductivity, p is density, C is specific heat, 
h is heat transfer coefficient, ej is the disturbance thermal 
energy per unit length. 

The above problem can be readily solved following the stand­
ard method of separation of variables described, for example, 
by Ozisik (1980), and the result is 

sin(/3mA£) sin(7„A?/) 
e(i,r,,r)=edJ] 2 

1(I = ,J8JV(|8JB) y„N(y„) 

xcos(/3,„£)cos(7„T))e" W,» + T5)' (7) 

where 

/3mtan(/3„/)=Bi, 
1 2(/32, + Gi2) 

7 « t a n 7„ •• 

NWm) /•((3?„ + Bi2) + Bi' 

1 
= ^ / 2 Bi , 

2(7
2 + A:rBi2) 

N(yn) Tf, + A:rBi2 + A:^Bi 
(8) 

It was found that the temperature solution is independent of 
the dimensions of the heat source, A£ and A?;, when very small 
dimensional values simulating a line heat source are used. All 
the data presented in this work are independent of the heat 
source dimensions. Based on the temperature solution, the 
instability parameter <£, as defined in Eq. (2), is calculated 
through numerical integration. 

After intrinsic stability fails, the entire superconductor starts 
generating heat. Assuming temperature-independent proper­
ties, the heat conduction equation becomes 

d2e d2e Jlad2 de 
W+tf + ky(Te-T0)

=Tr' T1<T<T2 (9) 

where T2 corresponds to the time t2 when superconductivity is 
restored, or when intrinsic stability is again satisfied; i.e., (t>(t2) 
= 1 - Jr. Beyond h, there is no heat generation, and heat 
diffusion is again described by Eq. (4). Equation (9) was solved 
using a simple explicit finite difference scheme found from, 
for example, Anderson et al. (1984). 

Results and Discussion 
The quenching and recovery behavior of an NbTi super­

conductor was studied based on the variation of instability 
parameter with time as exhibited in Fig. 2, as well as the qr 

versus time data in Fig. 3, where qr = qg/qcv, with the Joule 
heating rate qg = J2

0aad after stability fails, and qcv being the 
convective cooling heat transfer rate. The data in Figs. 2 and 
3 are based on an aspect ratio ar = a/d = 10, Bi = 0.18, h 
= 1 x 104 W/m2-K, d = 2 X 10"6 m, and k = 0.11 W/m-
K for an NbTi superconductor operating at T0 = 4.2 K. Other 
properties include a = 6 X 10"7 fi-m, Jco = 1 x 109 A/m2 , 
Tc = 9.6 K, p = 6200 kg/m3, C = 0.87 J/kg-K (Tien et al., 
1989). 

The $ data in Fig. 2 demonstrate that superconductor is 
intrinsically stable if 0 < Jr < 0.1039. The upper limit of Jr 

is equal to 1 - 4w> and Jr's within this range satisfy Eq. (1). 
Since Joule heating never takes place in this range, the param­
eter 4> is simply governed by the passive diffusion of heat from 
the initial thermal disturbance, and it is independent of Jr. 
This 4> versus T curve is designated as the curve of intrinsic 

o.o 3.0 e.o s.o IZ.O is. o ie.0 21.0 24.0 27.0 30.0 

Fig. 2 Variation of 4> with time for a low-Tc superconductor with a small 
aspect ratio 

Bi = 0.18 
kr = l 
a , = 10 
trf = 10 

Fig. 3 Variation of q, with time for a low-rc superconductor with a small 
aspect ratio 

stability. The curve of intrinsic stability in fact covers Jr 

up to 0.1038579667742501. When Jr is increased to 
0.1038579667742502, the data shift to the curve marked with 
Jr = 0.1039. 

After intrinsic stability fails, there is a chance that the su­
perconductor reverts to its original operation state if Jris small. 
This phenomenon is only observed with a small ar. A typical 
recovery process of a superconductor is illustrated by the data 
of Jr = 0.15 in Fig. 2. This relatively low current density ratio 
was selected in order to illustrate better the characteristics of 
superconductivity recovery. After the thermal energy release 
at point A, the normal zone grows as the result of heat dif­
fusion, leading to the failure of intrinsic stability at point B 
where <j> = 1 - Jr. Right after stability fails, heat starts to be 
generated throughout the conductor, which causes a discon­
tinuity of slope at point B (Fig. 2), and a step jump in qr at 
the same time in Fig. 3. After heat generation begins, the 
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convective heat transfer rate remains several times greater than 
the heat generation rate (Fig. 3), which eventually lowers the 
temperature as well as the parameter 0. The superconducting 
state is restored at point C when the intrinsic stability criterion 
(0 = 1 - Jr) is again satisfied (Fig. 2). Point C marks a slope 
discontinuity in the 0 versus T curve, due to the abrupt cease 
of heat generation when superconductivity is restored, as shown 
by the step drop of qr to zero at the same time in Fig. 3. Beyond 
point C, 0 gradually decreases to zero, and the superconductor 
fully recovers from quenching. 

It is noted that the time span between the failure of stability 
(point E) and recovery of superconductivity (point C) increases 
with Jr (Fig. 2), denoting that at a smaller current density, 
superconductivity is recovered within a shorter time after sta­
bility fails. The time span decreases to a minimum for Jr = 
0.1039, which, according to the stability criterion, corresponds 
to the maximum 0 value of the curve of intrinsic stability, 
0.8961. It is noted that the point of stability failure (point B) 
moves toward the apex of the intrinsic stability curve as Jr 

decreases. The point never exceeds the apex, because no in­
stability will occur if the conductor remains superconducting 
at the maximum </> [Eq. (1)]. 

Recovery of superconductivity can occur only if the current 
density ratio Jr is small. In Fig. 3, it is demonstrated that if 
Jr is higher than a critical value (approximately 0.195 in the 
present case), an equilibrium will be reached between the con­
vective cooling rate and the Joule heating rate, as the qr data 
asymptotically approaching unity, and superconductivity will 
never be recovered. The irrecoverability at high Jr's is con­
firmed by carrying the calculation to r - 150. 

The qr value generally increases with Jr for a particular 
instant of time. At high Jr levels (Jr = 0.7, 0.9), the heating 
rate is always higher than the cooling rate after stability fails 
(Fig. 3). The cooling rate then increases as a result of surface 
temperature hike until a steady-state equilibrium is reached, 
and superconductivity is never restored. The 0 data at high 
Jr's also demonstrate trends never reaching zero in Fig. 2. 

The condition of superconductivity recovery was studied by 
comparing the present data with those of conventional cry­
ogenic stability. Stekly and Zar (1965) considered that, if the 
Joule heating rate is smaller than convective cooling rate, the 
superconductor should cool down continuously until stability 
resumes. The recovery condition can thus be written as qr < 
1. The data in Fig. 3 show that such a condition is satisfied 
for Jr < 0.5 at least. (The actual value should be between 0.5 
and 0.7). However, the data also show that superconductivity 
can not be recovered for Jr > 0.1900. Apparently, the con­
ventional concept of cryogenic stability leads to a criterion too 
liberal for the recovery of superconductivity for the present 
case. 

Analysis was also conducted for a NbTi superconductor with 
a large aspect ratio, ar = 100 (Unal et al., 1991). It was found 
that stability is maintained in 0 < Jr < 0.8574, a range wider 
than ar = 10. Such increase of the stability range is due to the 
fact that the normal zone occupies a smaller portion of a 
superconductor with a larger ar before the heat is transferred 
to the surface and is dissipated through convective cooling. 
Unlike the aforementioned behavior of the superconductor 
with a small an with ar = 100, superconductivity can never 
be recovered once the intrinsic stability fails. Data were also 
generated for a similar high- Tc YBa2Cu307 superconductor 
operating at 77 K (Unal et al., 1991). It was found that at ar 

= 100, the YBCO superconductor generally demonstrates a 
similar trend but slightly lower values of 0 compared with 
NbTi, due to the slightly higher Bi. The qr data also display 
similar trends as those of NbTi, except that the values are 
higher due to a high normal-state resistivity. This high normal 
state resistivity inhibits recovery of superconductivity after 
failure of intrinsic stability even at a small aspect ratio. Both 
the 0 data and the qr data indicate that the operation of su­

perconductor can be either intrinsically stable (at low Jr's) or 
irrecoverably unstable (at high Jr's). However, recovery was 
observed in cases involving very small aspect ratios and current 
densities (e.g., at ar = 5 a n d / r < 0.1). The process of recovery 
is qualitatively similar to that of the NbTi superconductor 
(Figs. 2 and 3). 

Conclusions 
Thermal stability of tape/film type superconductors is stud­

ied by considering the influence of the thermal disturbance 
from a centrally located line heat source. A model was de­
veloped that includes an analytical solution for the temperature 
distribution prior to the failure of intrinsic stability, and a 
numerical solution thereafter. It is found that for a typical 
NbTi superconductor, recovery can occur with a small aspect 
ratio (thick and narrow), and three characteristic regions can 
be identified. In the low current density region, the operation 
is always stable. In the medium current density region, the 
superconductor experiences a failure of intrinsic stability first; 
then recovers as the result of cryogenic cooling. In the high 
current density region, intrinsic stability fails and supercon­
ductivity is never recovered. For an NbTi superconductor of 
a large aspect ratio and a high-rc YBCO superconductor with 
either large or small aspect ratio, superconductivity cannot be 
restored after intrinsic stability fails. 
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convective heat transfer rate remains several times greater than 
the heat generation rate (Fig. 3), which eventually lowers the 
temperature as well as the parameter 0. The superconducting 
state is restored at point C when the intrinsic stability criterion 
(0 = 1 - Jr) is again satisfied (Fig. 2). Point C marks a slope 
discontinuity in the 0 versus T curve, due to the abrupt cease 
of heat generation when superconductivity is restored, as shown 
by the step drop of qr to zero at the same time in Fig. 3. Beyond 
point C, 0 gradually decreases to zero, and the superconductor 
fully recovers from quenching. 

It is noted that the time span between the failure of stability 
(point E) and recovery of superconductivity (point C) increases 
with Jr (Fig. 2), denoting that at a smaller current density, 
superconductivity is recovered within a shorter time after sta­
bility fails. The time span decreases to a minimum for Jr = 
0.1039, which, according to the stability criterion, corresponds 
to the maximum 0 value of the curve of intrinsic stability, 
0.8961. It is noted that the point of stability failure (point B) 
moves toward the apex of the intrinsic stability curve as Jr 

decreases. The point never exceeds the apex, because no in­
stability will occur if the conductor remains superconducting 
at the maximum </> [Eq. (1)]. 

Recovery of superconductivity can occur only if the current 
density ratio Jr is small. In Fig. 3, it is demonstrated that if 
Jr is higher than a critical value (approximately 0.195 in the 
present case), an equilibrium will be reached between the con­
vective cooling rate and the Joule heating rate, as the qr data 
asymptotically approaching unity, and superconductivity will 
never be recovered. The irrecoverability at high Jr's is con­
firmed by carrying the calculation to r - 150. 

The qr value generally increases with Jr for a particular 
instant of time. At high Jr levels (Jr = 0.7, 0.9), the heating 
rate is always higher than the cooling rate after stability fails 
(Fig. 3). The cooling rate then increases as a result of surface 
temperature hike until a steady-state equilibrium is reached, 
and superconductivity is never restored. The 0 data at high 
Jr's also demonstrate trends never reaching zero in Fig. 2. 

The condition of superconductivity recovery was studied by 
comparing the present data with those of conventional cry­
ogenic stability. Stekly and Zar (1965) considered that, if the 
Joule heating rate is smaller than convective cooling rate, the 
superconductor should cool down continuously until stability 
resumes. The recovery condition can thus be written as qr < 
1. The data in Fig. 3 show that such a condition is satisfied 
for Jr < 0.5 at least. (The actual value should be between 0.5 
and 0.7). However, the data also show that superconductivity 
can not be recovered for Jr > 0.1900. Apparently, the con­
ventional concept of cryogenic stability leads to a criterion too 
liberal for the recovery of superconductivity for the present 
case. 

Analysis was also conducted for a NbTi superconductor with 
a large aspect ratio, ar = 100 (Unal et al., 1991). It was found 
that stability is maintained in 0 < Jr < 0.8574, a range wider 
than ar = 10. Such increase of the stability range is due to the 
fact that the normal zone occupies a smaller portion of a 
superconductor with a larger ar before the heat is transferred 
to the surface and is dissipated through convective cooling. 
Unlike the aforementioned behavior of the superconductor 
with a small an with ar = 100, superconductivity can never 
be recovered once the intrinsic stability fails. Data were also 
generated for a similar high- Tc YBa2Cu307 superconductor 
operating at 77 K (Unal et al., 1991). It was found that at ar 

= 100, the YBCO superconductor generally demonstrates a 
similar trend but slightly lower values of 0 compared with 
NbTi, due to the slightly higher Bi. The qr data also display 
similar trends as those of NbTi, except that the values are 
higher due to a high normal-state resistivity. This high normal 
state resistivity inhibits recovery of superconductivity after 
failure of intrinsic stability even at a small aspect ratio. Both 
the 0 data and the qr data indicate that the operation of su­

perconductor can be either intrinsically stable (at low Jr's) or 
irrecoverably unstable (at high Jr's). However, recovery was 
observed in cases involving very small aspect ratios and current 
densities (e.g., at ar = 5 a n d / r < 0.1). The process of recovery 
is qualitatively similar to that of the NbTi superconductor 
(Figs. 2 and 3). 

Conclusions 
Thermal stability of tape/film type superconductors is stud­

ied by considering the influence of the thermal disturbance 
from a centrally located line heat source. A model was de­
veloped that includes an analytical solution for the temperature 
distribution prior to the failure of intrinsic stability, and a 
numerical solution thereafter. It is found that for a typical 
NbTi superconductor, recovery can occur with a small aspect 
ratio (thick and narrow), and three characteristic regions can 
be identified. In the low current density region, the operation 
is always stable. In the medium current density region, the 
superconductor experiences a failure of intrinsic stability first; 
then recovers as the result of cryogenic cooling. In the high 
current density region, intrinsic stability fails and supercon­
ductivity is never recovered. For an NbTi superconductor of 
a large aspect ratio and a high-rc YBCO superconductor with 
either large or small aspect ratio, superconductivity cannot be 
restored after intrinsic stability fails. 
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Nu 
Pr 
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Rex or Re, 
t 
T 
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Ue 

X 

y 
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5, 

(x/ue) 

V 
Vi 

e 
v-
V 

length of the plate 
Nusselt number 
Prandtl number = \t.cp/kf 
pressure gradient parameter 
(due/dx) 
local Reynold number based on ue 

thickness parameter of plate = si (b u„/Lv) 
temperature t 

fluid velocity in the boundary layer = u*/ua 
fluid velocity external to the boundary layer 
coordinate measured along the plate from the 
leading edge = x*/L* 
transverse coordinate = y*yj {ua/L*v) 
wedge parameter 
hydrodynamic boundary layer thickness pa-

* I * 
rameter = 5 \J (u^/Lv) 
thermal boundary layer thickness parameter 
= b*\l(ul/L*v) 
transverse coordinate = y/b 
transverse coordinate = y/b, 
temperature of the fluid, Eq. (11) 
dynamic viscosity 
kinetic viscosity 
ratio of thermal to hydrodynamic boundary 
layer thickness = b,/b 

Superscript 
* 

Subscripts 
b 
c 
f 
r 

ref 
s 
t 

® 
w 
00 

= dimensional quantity 

lower surface of the plate 
conjugate 
fluid 
ratio 
arbitrary reference 
solid 
thermal 
constant temperature boundary condition 
upper surface of plate 
free-stream condition 

Introduction 
Heat transfer from an isothermal flat plate in an external 

laminar forced convection is a classical information, repre­
sented by the extensively used correlation: 

Nu, = 0.331Re?-5Pr0-33 (1) 

However, when a pressure gradient is impressed upon the 
flat plate, by means of, say, a flexible tunnel wall (see for 
example, Kearney et al., 1975, and Blair et al., 1981), Eq. (1) 
might be modified in line with similar solutions for wedge type 
flows with included angle ir/3. While summarizing the heat 
transfer values from simulated pressure gradient flows on flat 
plate and on different body shapes, Mohanty and Prasad (1991) 
suggested a correlation: Nu, = 0.343 Re?5 (1 + Psf1 P r°" 
for Pr = 0.7. Here, Ps = /8/(2-/3) and the potential flow ve­
locity for the wedge problem is given by 

ue={s}ps (2) 
The foregoing expressions for Nusselt number are essentially 

valid for the isothermal surface (T) condition. Several pro­
cedures also exist (e.g., Eckert and Drake, 1972) when the 
surface temperature or heat flux is known a priori. In practice, 
however, the surface thermal condition is one of conjugate 
nature, determined by the continuity of temperature and heat 
flux at the solid-fluid interface. This condition obviously does 
not allow a similarity solution. Luikov (1974) adopted the 

A—»-x 

TURNBUCKLES 

0 

^ws - 'wf = ' w 

'////< 
T^ (uniform) 

Fig. 1 Flat plate In a wind tunnel with flexible top 

integral method to solve the flat plate problem and reported 
significant changes in Nusselt number with conjugate condition 
vis-a-vis the (T) condition. Although Luikov's analysis makes 
certain drastic assumptions and simplifications, no further work 
seems to have been done on the flat plate, with or without 
superimposed pressure gradient. However, more recently the 
influence of wall thermal resistance has been studied for the 
supersonic wedge flows by Luchini et al. (1990) and for natural 
convection from a vertical circular pin by Gorla (1990). 

The present note addresses the problem of conjugate forced 
convection in laminar imcompressible flow past a flat plate of 
finite thickness with and without externally imposed pressure 
gradient. 

Analysis 
Figure 1 represents the physical model consisting of a flat 

plate whose bottom surface is maintained at a (dimensionless) 
uniform surface temperature Tb. While the flat plate could 
form the bottom surface of a wind tunnel, the top surface is 
a flexible wall, which can simulate a desired pressure gradient 
on the plate. Such an arrangement is also used for simulation 
of incompressible boundary layer flows on turbine blades (Blair 
et al., 1981). The dimensionless values of velocity and tem­
perature are ue and Ta in the free stream, and u and 7} in the 
boundary layer, respectively. 

In the conventional problem, the temperature at the solid-
fluid interface (Tw) will be specified. On the other hand, in 
the conjugate problem Tw is determined by the conditions 

where 

Tws = Twf= T„ and krr1 = —Laty = 0 
by by 

kr = ; 

(3) 

In other words, the wall temperature is now linked to con­
duction in the solid as well as convection in the fluid. For the 
sake of simplicity, we consider a linear variation in the y di­
rection of temperature in the solid; refer to Fig. 1. 

Continuity of heat flux at the solid-fluid interface (Eq. (3)) 
yields 

K (TV 
2ot 

(4) 
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which results in 1.20 

t 28, 

kr _3_ 
t + 28, 

(5) 

It is evident from Eq. (5) that the interface temperature is 
a function of thermal conductivity ratio kr and the thermal 
boundary layer thickness 5,. The value of 8, may bo obtained 
by solving the boundary layer integral energy equation: 

d_ 

dx 
(7-. r,v) ( u(\-6)dy = P ^ dy 

(6) 
y = 0 

Following Schlichting (1987), the velocity profile in the bound­
ary layer can be chosen as 

- = arj + bi)1 + cij3 + drj4 

where 

y 
V = ~8' 

a=2+-8 
6 

due 

dx 

1 _-,duP 

dx' 
b = 

2 dx 

1 
-82~-2mdd=l--82 due 

dx 

(7) 

(8) 

(9) 

such that it satisfies all the essential hydrodynamic boundary 
conditions. After substitution of Eq. (9) into the integral mo­
mentum equation and certain simplifications, we have 

d8 

dx 
= / 5, ue 

due d2u 

~dx' ~d? 
Here the expression for the function/is not given, as it is also 
available from Schlichting (1987), albeit in a different form. 

Similarly a temperature profile can be chosen in the form 

Tf- Tw 

Tw 2 
1 3 

where 

Vi: 
y_ 

'8, 

(11) 

(12) 

Substitution of velocity and temperature profiles (Eqs. (7) and 
(11)) and Tw (Eq. 5)) into Eq. (6) results in the integrodiffer-
ential equation for 8,. Depending on the relative values of 
Prandtl number, two cases arise for integration of Eq. (6) and 
appropriate velocity and temperature profiles are chosen within 
and external to the boundary layers. 

Case 1 (8 > 8,) 

(13a) 
dt, At+A2 + A3+A4 

dx 
R 1 Y~E 

1 R(TX-TW) 

Case 2 (8 < 8,) 

di, dx 

dx B5 
(13b) 

Here £ = 8,/8, and A\,..., B,,..., Y, R, E appearing in Eqs 
(13) are functions of various independent variables, which in 
turn appear in Eqs. (3)-(12). The expressions for these func­
tions are again omitted for the sake of brevity. 

Equations (10) and (13), being first-order ordinary differ­
ential equations, are solved by the fourth-order Runge-Kutta 
method. Typically, a boundary layer thickness of 10~5 and £ 
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0.00 
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Ps 
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Fig. 2 Dimensionless temperature distribution 

= 1 and x = 10"4 have been used as the initial guess. Final 
values of initial conditions are arrived by the criteria that for 
a given perturbation of 10 percent in the initial values, the 
boundary layer thickness at x/b = 10 should not change by 
more than 0.1 percent. The step length during these calculation 
is chosen to be 10"5. Once the initial conditions are so chosen, 
the step range is increased to 0.01. The computational domain 
has been 0 < x/b < 10. For further details, see Dey Sarkar 
(1991). 

(10) Results 

Temperature distributions are obtained by solving the Eqs. 
(10) and (13) for a wide range of variables: 0.5 < kr < 10,000; 
0 < x/b 10; 0 < Ps < 4; 100 < ReL < 50,000, and Pr = 
0.7 and 4.35. The accuracy of the numerical results has been 
verified by corroborating the present values computed for the 
special case of kr = 10,000 with the exact solutions given by 
Eckert and Drake (1972) and with Luikov's (1974) approximate 
solutions wherever applicable. The agreement with those has 
been found to be very good, the maximum deviation being 2 
percent. 

Typical temperature distributions are plotted in Fig. 2 for 
Pr = 0.7 and 4.35 at one longitudinal position (x/b = 10). 
The natures of the temperature profiles for conjugate condition 
resemble those with (T) condition (see Eckert and Drake, 1972) 
for all values of Prandtl number (Pr) and pressure gradient 
(Ps). However, at any transverse location O), the values of d 
for the conjugate condition are (a) larger for Ps < 1, (b) 
identical for Ps = 1 and (c) lesser for Ps > 1, in comparison 
with the (T) condition. 

The values of 5 and £ are computed from Eqs. (10) and (13) 
and are used to evaluate the Nusselt number from 

3(x) 
l-Ps 

Nu, 
28, 

Re" (14) 

• Typical Nusselt number variations, calculated from Eq. (14) 
for different values of k„ x/b, and Ps at Pr = 0.7 are plotted 
as Nux/Re?'5 versus Ps in Fig. 3. It is evident from this figure, 
as well as the temperature distributions in Fig. 2, that the 
thermal boundary condition will have no influence on Nu at 
Ps = 1 (i. e., stagnation condition). As kr takes relatively smaller 
values, say between 1 and 10, and values of Nux/ReJJ differ 
significantly from the uniform temperature condition. The 
effect of x/b, on the other hand, is comparatively less; refer 
to Fig. 3. 
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Table 1 Constants appearing in the correlation, Eq. (15) 
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change in Nur is found to be diminishing. Also, for large values 
for kr (500 or larger), Nur is nearly equal to 1.0, and therefore 
the uniform temperature condition is sufficiently accurate. 
Figure 4(b) further indicates that the conjugate condition is 
relatively more significant nearer to the leading edge, i.e., for 
smaller values of x/b. 

The foregoing results could be summarized in the form of 
a correlation in the following. 

NvLc = A[kr]
Blx/b]cRe°x (15) 

Typically the constants A, B, and C, determined for the 
range of parameters kr = 0.5 to 10,000, x/b = 1 to 10, and 
Pr = 0.7 (air) are listed in Table 1. 
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Extremely High Heat Fluxes Beneath 
Impinging Liquid Jets 
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Fig. 4 Conjugate to isothermal Nusselt number ratio with: (a) varying 
k, and (b) varying x/b 

The significance of conjugate thermal condition vis-a-vis the 
(T) boundary condition is obvious from Fig. 4. The ratio of 
the conjugate Nusselt number Nuc to Nug) as a function of 
Ps is presented (i) for varying kr and at x/b = 6 in Fig. 4(a) 
and (ii) for varying x/b and kr = 10 in Fig. 4(b). At kr = 1, 
Nur varies between 1.3 and 0.8 for Ps varying from 0 to 3. 
The influence of the conjugate conditions is to decrease Nur 
for Ps < 1 but to increase for Ps > 1; refer to Fig. 4(b). The 
influence thus seems to be increasingly important as the value 
departs further from unity. However, beyond Ps > 3, the 

1 Introduction 
This note reports measurements of jet-impingement heat 

fluxes exceeding 100 MW/m2, including the highest steady-
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change in Nur is found to be diminishing. Also, for large values 
for kr (500 or larger), Nur is nearly equal to 1.0, and therefore 
the uniform temperature condition is sufficiently accurate. 
Figure 4(b) further indicates that the conjugate condition is 
relatively more significant nearer to the leading edge, i.e., for 
smaller values of x/b. 

The foregoing results could be summarized in the form of 
a correlation in the following. 

NvLc = A[kr]
Blx/b]cRe°x (15) 

Typically the constants A, B, and C, determined for the 
range of parameters kr = 0.5 to 10,000, x/b = 1 to 10, and 
Pr = 0.7 (air) are listed in Table 1. 
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The significance of conjugate thermal condition vis-a-vis the 
(T) boundary condition is obvious from Fig. 4. The ratio of 
the conjugate Nusselt number Nuc to Nug) as a function of 
Ps is presented (i) for varying kr and at x/b = 6 in Fig. 4(a) 
and (ii) for varying x/b and kr = 10 in Fig. 4(b). At kr = 1, 
Nur varies between 1.3 and 0.8 for Ps varying from 0 to 3. 
The influence of the conjugate conditions is to decrease Nur 
for Ps < 1 but to increase for Ps > 1; refer to Fig. 4(b). The 
influence thus seems to be increasingly important as the value 
departs further from unity. However, beyond Ps > 3, the 
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state heat fluxes achieved in any configuration to date. Our 
results show that the strongest limitations on heat flux are 
associated with the conduction resistance and mechanical in­
tegrity of the solid heat transfer surface, rather than the liquid 
heat transfer mechanism. 

Steady heat transfer at very high heat flux usually refers to 
heat removal from a solid wall, normally by a moving liquid. 
Tungsten is an example of a wall material having high thermal 
conductivity, high melting point, and good mechanical strength; 
an easy calculation shows that the maximum steady heat flux 
through a wall of 1 mm thickness is about 500 MW/m2. Such 
a wall is very thin and unlikely to carry much load, a difficulty 
if a boundary between high and low-pressure regions coincides 
with the flux-carrying wall; furthermore, the temperature drop 
through this wall is roughly 3000°C. We conclude that con­
duction resistance through the boundary is always important, 
if not dominant, at extremely high flux and that mechanical 
strength is traded against thermal resistance. 

The opposite side of this wall may be cooled by convection 
or convective boiling.2 Convection heat fluxes, in particular, 
do not face the critical-flux limitations of phase change and 
are determined by the thickness of the thermal boundary layer. 
The boundary layer, unlike the load-bearing solid wall, can be 
made as thin as we like by varying the flow conditions (to a 
value approaching wall roughness height). Since the boundary 
layer usually grows in the flow direction (without a very strong 
favorable pressure gradient), the best that we can do is probably 
to work at the entrance to a channel or at the stagnation point 
of a blunt body. 

This fact drives our interest in the liquid jet stagnation zone. 
By increasing the jet Reynolds number, we can thin the thermal 
boundary layer and thus increase heat flux while limiting the 
liquid-side temperature difference. If the liquid should also 
undergo a phase change, additional cooling may occur, par­
ticularly away from the high-pressure region at the jet's stag­
nation point. 

2 Experiments 
Two significant experimental problems arise at extremely 

high heat fluxes. One is to provide the required power in 
sufficiently localized form: Since cooling technology has not 
been developed at heat fluxes above 100 MW/m2, relatively 
little controlled heating technology is available either. The 
second difficulty is that of local calorimetry under conditions 
typical of large heat fluxes. These problems were central to 
the design of our experiments. 

A heat flux of 1 GW/m2 over a 1 mm2 area requires 1 kW 
of total power. Electrical resistance heating in this situation 
suffers the difficulty of localizing the Joule heating in the 
stagnation zone. Further, the heating film itself must remain 
very thin at these fluxes, so as to avoid thermal conduction-
resistance temperature-rise; and corrosion or damage of the 
heater by the jet may introduce large errors. Even very at­
tractive thin-film designs (e.g., Samant and Simon, 1984) are 
configured for fluxes orders of magnitude smaller than the 
present ones. Alternative techniques include optical heating, 
laser heating, and plasma-arc heating, each involving an energy 
beam projected directly onto a surface. Bhunia and Lienhard 
(1991) explored the design of a 1 GW/m2 optical heater using 
a nonimaging optical-concentrator. While such optical heating 
is possible, the cost proves astronomical; similarly, cost pro­
hibits the use of a 1 kW laser source. A plasma-arc heat source, 
on the other hand, is easily and inexpensively constructed from 
commercial welding equipment; thus, it was the heating method 
adopted for the present experiments. 

( a ) 

Melting pool Plasma 

& ^ ^ S 

Temperature indicator 

Resolidified Melt 

thermal radiation from a wall at 3300°C, near the melting point of tungsten, 
will not exceed oTA>= 10 MW/m2; thermal radiation has little importance at 
extremely high heat fluxes. 

Temperature indicator 

Fig. 1 Experimental arrangement showing the melting pool and fusible 
temperature indicator on a target plate: (a) during heating; (b) after heat­
ing (not to scale) 

The experimental arrangement is shown in Fig. 1. A thin 
metal plate is heated from one side with a plasma arc and 
cooled from the other side with an unsubmerged, impinging 
water jet. The plasma arc was produced by AIRCO-3A/ 
DDR245 TIG welder of 21.8 kW total power. 

Calorimetry for this experiment is also challenging. On the 
liquid side, a (smooth) sensor attached to the wall may intro­
duce conduction and contact resistances that are intolerable, 
owing to the large temperature difference implied at large flux. 
Noncontact measurements, such as infrared sensors, are pre­
cluded on the jet side owing to the rough-surfaced liquid on 
the plate and the presence of many airborne, splattered drop­
lets. 

Instead, fusible temperature indicators (metals and alloys 
that have known melting temperatures) were used for the wall 
temperature measurements on the liquid side. A layer of in­
dicator several microns thick was coated on the jet side of the 
plate. If a region of this side of the wall exceeded the melting 
temperature, the coating was melted and entirely washed away 
by the high speed jet. Otherwise the coating stayed on the 
plate. By repeating the experiment with different coatings, 
while holding other variables fixed, we obtained upper and 
lower bounds on the liquid-side wall temperature under fixed 
operating conditions. The accuracy of these measurements is 
obviously somewhat lower than might be expected for other 
sensors; however, the temperature differences through the plate 
are so large (1000-2200°C) that uncertainties of even 100°C 
in wall temperature are of minor significance in the determi­
nation of the heat flux. 

Because high heat fluxes cause very high temperature gra­
dients in the target, only a thin section of the target can remain 
below the melting point. Consequently, on the arc side a por­
tion of the plate is melted before a steady state is reached. The 
border of the melted pool is an isotherm at the melting tem­
perature of the plate material, which can be used to complete 
the calorimetry. Once a steady state is reached, we stop the 
arc and then the jet, and take the quenched plate as a sample. 
Low-carbon steel plates of 1.53 mm thickness were used for 
most of these experiments. The minimum thickness of the 
unmelted region ranged from 0.15 mm to 1.04 mm. A few 
experiments were completed with 1.2 mm molybdenum targets. 
Other wall materials are discussed below. 
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Fig. 2 (a) The melting pool in a steel sample plate ( x 15 magnification);
(b) the crystal structure of the resolidified melting·pool (right) and the
unmelted region (left) for a steel sample ( x 300 magnification)

Steady state can be held indefinitely-we ran most of our
experiments for several minutes. In contrast, the targets that
failed did so almost immediately after the arc started. Note
that if ongoing melting had consumed even 10 percent of the
specified heat flux, a melting rate of several mmls would have
resulted; since we could hold the rated flux for minutes at a
time, we can be sure that latent heat effects had no significant
influence on our heat balance.

To locate the melting temperature isotherm, we cut the plate
along a line passing through the center of the resolidified melt­
pool. The cross section is polished to a mirror finish and
chemically etched to bring out the crystal structure of the metal,
making the border of the melt-pool clearly visible. Figures 2(a,
b) show microscope photos of a typical steel sample. Two
different crystal structures can be easily identified. The crystal
structures are closely related to the cooling history of the ma­
terial. In the melting pool, the molten metal was rapidly
quenched by the jet cooling once the arc was stopped. Since
the jet cooling rate is so large and the temperature change is
so fast, the resulting crystal structure is martensitic. The ma­
terial that did not melt retains its original ferritic crystal struc­
ture. The melting temperature isotherm is easily located between
the two structures. Similar procedures were used for the mo­
lybdenum targets.

After determining the melting-temperature-isotherm profile
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Table 1 Present stagnatlon·polnt heat flux data (qw) for high·speed
water jets as a function of jet speed (UI) for fixed bounds on Iiquid·side
wall temperature (steel targets, excluding 129 mls data)

qw, MW/tn 2

uf, mls upper bound spinodal lower bound lower bound
back> 190·C back < T,p;nod.' back < 419.5 ·C

134. 231. 201. 186.
130. 187. 163. 151.
128. 170. 150. 138.
123. 78.3 68.5 63.1
120. 130. 115. 106.
117. 129. 113. 104.
117. 80.0 70.1 64.5
114. 120. 105. 97.0
l1l. 119. 104. 95.7
Ill. 116. 102. 93.9
111. 112: 98.3 90.4
108. 108. 95.2 87.5
105. 129. 113. 104.
105. 107. 93.8 86.1
105. 98.6 86.7 79.6
102. 94.8 83.4 76.5
102. 90.6 79.7 73.1
102. 83.4 73.4 67.3
91.0 76.6 67.5 61.8
81.4 69.6 61.5 56.2
78.8 68.5 60.5 55.3
64.3 49.6 44.0 40.[

Table 2 Stagnation·polnt heat transfer data for a high speed water jet
as power Is decreased. Corresponding bounds on Iiquid·slde tempera.
ture difference are shown, with aTt= Tw- TI for Tw the wall temperature
bound and TI the incoming jet temperature. The lower bound for the first
nine points Is based on Tw= T.Plnodal' (Note that the uncertainty in the
IIquld·side a T,ls much greater than that In the solid·side aT= Tmalt - Tw;

thus qw is much less uncertain than aTI.)

uf-129m/s
upper bound qw lower bound qw

qw, MW/m' 6.T" ·C qw, MW/m' 6.T" ·C material
423 0 370 326 molybdenum
364 0 319 326 molybdenum
331 0 290 326 molybdenum

327 285 320 326 steel
186 263 182 326 steel
177 285 173 326 steel
153 224 142 326 steel
132 176 117 326 steel
128 176 97.4 326 steel
108 0 93 176.0 steel

99.6 0 69.9 176.0 steel
93.6 0 81.5 176.0 steel
89.5 0 63.7 17S.0 steel
84.9 0 59.6 176.0 steel
83.8 0 58.8 176.0 steel
70.6 0 49.6 176.0 steel
46.0 0 32.3 176.0 steel

and the upper and lower bound temperatures on the liquid side
of the plate, we used these temperatures as boundary conditions
in a numerical conduction calculation of the heat flux through
the plate. Since the plasma arc was concentrated at the center
of the plate, the heat flux quickly decreases with radius. The
extreme flux region is confined to about one jet diameter from
the stagnation point; beyond a radius of four plate thicknesses
from the stagnation point, the temperature change in the plate
is almost negligible. Based on the upper and lower bound
temperatures, we made lower bound and upper bound cal­
culations of the heat flux for each sample plate. The results
are shown in Tables 1 and 2 and in Fig. 3. (For some cases in
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Table 2, the lower bound on wall temperature is simply the 
incoming jet temperature.) 

In addition to the fusible indicator results, Tables 1 and 2 
also show lower bound fluxes based on the assumption that 
the liquid side of the targets cannot exceed the spinodal limit 
of the liquid state, i.e., based on the maximum possible tem­
perature for superheated liquid at the stagnation pressure 
(Lienhard et al., 1986). The justifications for this bound are 
that (/) a vapor layer that could conduct the measured lower 
bound heat flux (film boiling) would have a thickness on the 
order of 0.1 fim, generally less than the surface roughness of 
the targets, and (//) a vapor layer would probably be unstable 
in the pressure-gradients of the stagnation-point flow field and 
with the pressure fluctuations of the partially atomized jet (viz., 
the wall would always be wetted). The molybdenum heat fluxes, 
in particular, rely on the spinodal temperature for the lower 
bound on flux; for all steel targets, the back temperature was 
measured to be less than 420°C, but the spinodal temperature 
has been used to provide a finer bound. 

The free water jet was produced by a 34 MPa (5000 psi) 
piston pump supplying a large cylindrical plenum (0.19 m 
diameter, 1.4 m length). Pressure fluctuations within the 
plenum were negligible. The plenum flow was stabilized by (/) 
dissipating the supply momentum by directing the inlet pipe 
toward the wall, and (//) by placing honeycomb beyond the 
inlet region, about 1 meter from the outlet end. A 1.9 mm 
sharp-edged nozzle was counterbored into a 3.18 cm diameter 
plug screwed into the head plate of the pressure vessel at the 
end opposite the inlet. The pressure, ranging from 2.06 to 8.97 
MPa, was measured by a gage near the outlet of the plenum. 

240 

200 

I 60 

e 
5 I 20 

CT 8 0 

40 

o ' fusible indicator bounds 
A : spinodal lower bound 

75 0 0 
m/s 

125 150 

Fig. 3 Heal flux versus Jet velocity for fixed bounds on liquid-side wall 
temperature (steel wall, data of Table 1). The circles represent the lower 
and upper bound fluxes for each measurement; the triangles represent 
the spinodal-temperature lower bound flux. 

The jet velocity was calculated from the pressure using the 
Bernoulli equation; because the nozzle was a sharp-edged type, 
the viscous loss was negligible (Cv~ 1). Owing to the very high 
velocities of the jets and their length of about 50 jet diameters, 
all were partially atomized by air drag prior to reaching the 
target. 

The estimated uncertainty for the jet velocity is 5 percent, 
for the thickness of the plate less than 2 percent, and for the 
melting point temperature of the fusible temperature indicators 
it is a few degrees Celsius. The effect of fusible indicator 
thickness on lower bound heat flux is less than 9 percent. 
Because the temperature on the jet side was bounded by two 
temperatures, the uncertainty of the heat fluxes were deter­
mined mainly by the difference of the upper and lower bound 
temperatures. Since the melting temperatures of the plates, 
1370°C for steel, were relatively high (and thus the AT across 
the plate was high), the uncertainty for heat flux was ±19 
percent for the steel samples with largest temperature differ­
ence between the upper and lower bounds and only ±11 per­
cent for those with the smallest temperature difference. For 
molybdenum, which has a melting point of 2620°C, the un­
certainties in flux are lower, at ±7 percent. 

3 Heat Flux Measurements and Wall Material Limi­
tations on Heat Flux 

The present data are compared to other extremely high heat 
flux data in Table 3. For jet impingement, the present data 
are the only ones in the range above 100 MW/ra2. The present 
data include the highest steady heat fluxes ever reported. 

It is important to note that most of the data in Table 3 are 
critical heat fluxes, representing a limiting flux for given con­
ditions beyond which a change in boiling mechanism leads to 
an abrupt wall-temperature rise. The present data are not crit­
ical heat fluxes; instead, they are limited only by the power 
available in our plasma arc or by the mechanical failure of the 
target plates. With additional arc power and stronger wall-
materials, jet impingement heat fluxes can undoubtedly be­
come much higher. 

Figure 3 shows the increase of heat flux with jet velocity for 
fixed bounds on liquid-side wall temperature (data of Table 
1). In comparison, the heat flux at the surface of the sun is 
about 63 MW/m2. Owing to the severe splattering of the im­
pinging jet, it is difficult to verify the presence or absence of 
phase change. Bounds on the liquid-side temperature differ­
ence are too uncertain to resolve this question (Table 2). 

The jet impingement configuration was used specifically be­
cause of its thin thermal boundary layer (on the order of 
micrometers thick) and high stagnation point pressures (more 
than 100 atm at our highest speed). These conditions were 
selected to push single-phase convective heat flux toward the 
limits set by wall roughness (a lower bound on boundary layer 
thickness) and liquid properties (an upper bound on T„—Tf 
for subcritical liquid). A comparison of the measured Nusselt 

Table 3 The parameters of previous and present extremely high heat flux experiments for water: * jet 
diameter or tube internal diameter; *' jet stagnation pressure or tube inlet pressure; + bulk velocity of jet 
or tube flow (some data from Nariai, 1990) 

qm., (MW/m2) 
40.1 - 327 
291 - 4 2 3 

208.8 - 337.0 

29.1 -224 .5 
51.4 - 173 

8 . 7 - 117.8 
2 3 - 8 0 

5 .58-81.3 
90.9 - 130.0 

14 - 6 6 
42.9 

1 .5 - 18.26 

method 
jet (not CHF) 
jet (not CHF) 
straight tube 

(nonuniform qw) 
straight tube 

tube (slot vortex) 
tube (Inconel tape) 
tube (spiral vortex) 

tube (constantan tape) 
straight tube 
straight tube 
straight tube 

jet (CHF) 

d (mm)' 
1.9 
1.9 
0.5 

0.4 - 2.0 
4 .85-6.35 
3 . 4 5 - 10.2 
6.4 - 7.6 

1.6 
3.05 
1 - 3 . 
11.68 
2.0 

P (MPa)" 
2.07 - 8.97 

8.31 
3.13 

1.12-7.2 
2.4 - 6 . 5 
0.1 - 3 . 8 

0 .75 -3 .0 
0 . 4 - 1.4 

1.31 - 1.61 
0.1 
3.0 
0.1 

V (m/s)+ 

64.3 - 134. 
' 129. 

90 

1 0 - 9 0 
8.05 - 29.9 
4 . 5 - 4 7 . 5 
3 . 4 - 8 . 4 

4 - 2 5 
46 .9 -61 .9 

20 
45.2 

3 .9 -26 .0 

AT,„ t (K) 
166 - 285 

280 
60 - 180 

36 - 195 
1 6 - 7 0 

0 - 144.4 
0 - 8 3 

22 .3-71 .4 
161.9 - 170.2 

167.7 
1 0 - 3 0 

material 
steel 

molybdenum 
Cu Alloy 

Cu Alloy 
Inc. etc. 
Nickel 

Cu etc. 
Cu 

SUS 

SUS 
copper 

reference 
Present 
Present 

Ornatskii and 
Vinyarskii 

(same) 
Gambill el al. 

(same) 
(same) 

Drizius et al. 
Schaefer et al. 

Nariai 
Mayersak et al. 
Monde & Katto 
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numbers to Nusselt numbers for pure convection under these 
conditions (following Lienhard et al., 1992) shows that con-
vective heat fluxes are of the same order as the total heat fluxes, 
and it suggests that convective heat transfer remains an im­
portant contributor (if not the primary contributor) to the total 
liquid-side heat flux. However, further assessment of the con­
vective flux in this situation must await better characterization 
of the liquid side temperature drop, the target's surface rough­
ness, and the influence of liquid property variations for a 300° C 
temperature change in a thin boundary layer. 

Extremely high heat flux cooling situations are, generically, 
high Biot number situations, in which the reduction of wall 
thickness (and thus wall thermal resistance) is limited by struc­
tural requirements. In the present extremal flux experiments, 
the major thermal resistance is not the liquid-side thermal 
resistance (be it convection or boiling) but the wall resistance, 
which amounts to more than 80 percent of the total at the 
highest fluxes. Structural and mechanical limits to heat flux, 
set by the wall material, represent a more significant barrier 
to raising the flux than do issues related to liquid-side transport 
mechanism. For generic studies of extremal fluxes, the devel­
opment of better wall materials is the logical focus. 

On a purely thermal basis, a material's ability to carry large 
heat fluxes depends on its melting-point temperature and its 
thermal conductivity. For comparison, it is convenient to con­
sider a specific heat flux, (qwt) = ksoM(Tmat-0°C). The ma­
terials used for the target plates in the present experiments 
included the highest specific-flux metals, tungsten (441 kW/ 
m) and copper (426 kW/m), as well as molybdenum (387 kW/ 
m), tantalum (167 kW/m), and low-carbon steel (45 kW/m). 
Most of the heat transfer results described above were for steel 
targets. Those targets have low specific flux, but very high 
mechanical strength, and thus they reached very high fluxes 
by melting to a very thin solid layer. 

Tungsten has the highest conductivity and highest melting 
point of materials we tried; however, brittle failure was ob­
served for 0.5-mm-thick plates in the range of 100 MW/m2 

shortly after the arc was powered. Fracture appeared to be 
caused by the thermal stress in the target. Copper targets proved 
unsuitable for these experiments owing to the large fin effects 
in 1.5 mm targets (they did not melt) and the low mechanical 
strength of thinner targets (they ruptured under the jet). 

Molybdenum is the most promising material among those 
we tried, having high specific flux and high yield strength. We 
found it necessary to switch from argon to helium as the arc 
gas in order to achieve sufficient flux to melt these targets. If 
further arc power were available, a higher flux could easily be 
achieved, as no tendency toward mechanical failure was ob­
served in molybdenum. Recent developments in diamond tech­
nology also promise a route to reduced Biot number with high 
mechanical strength (Lienhard and Khounsary, 1993). 

In general, we observed structural failure caused by rupture, 
buckling, and fracture in our experiments. The wall experiences 
a thermal stress due to the large temperature gradient, and 
also a large mechanical stress from the force of the jet. Esti­
mates for both stresses are discussed by Liu and Lienhard 
(1992). Our results suggest that the mechanical properties of 
the wall are entirely as important as its thermal properties when 
high fluxes are desired. 

4 Summary 
High-speed liquid jets have been used to produce heat fluxes 

of up to 400 MW/m2. These data include the highest heat 
fluxes ever achieved in any configuration. 

The present studies, in which heating is confined to the 
stagnation region, show no evidence of a critical heat flux, 
even up to our maximum power. The large fluxes reported 
here are limited only by wall failure and the power of our 
heating source, and not by liquid-side thermal resistance. By 

selecting or developing wall materials having lower conduction 
resistance and higher mechanical strength, higher heat fluxes 
can be achieved. Of available metallic materials, molybdenum 
is particularly promising for the construction of high-flux walls. 
For these high-speed jets, convection appears to account for 
a large portion of the total heat flux, and the stagnation-zone 
heat transfer depends on the velocity throughout the range of 
our velocities. 

This work was supported by the National Science Foun­
dation (CBTE-8858288) and the A. P. Sloan Foundation. 
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Nomenclature 
Gr = Grashof number based on the cavity height 

= gl3(t1-t2)H
3/v
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g = gravitational acceleration, m/s2 

H = cavity height, m 
h = mean convection heat transfer coefficient, W/m2-K 
k = thermal conductivity of air, W/m-K 

- cold side wall temperature, K 
i8 = volumetric thermal expansion coefficient, K'1 

6 = dimensionless temperature 
v = kinematic viscosity, m2/s 
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numbers to Nusselt numbers for pure convection under these 
conditions (following Lienhard et al., 1992) shows that con-
vective heat fluxes are of the same order as the total heat fluxes, 
and it suggests that convective heat transfer remains an im­
portant contributor (if not the primary contributor) to the total 
liquid-side heat flux. However, further assessment of the con­
vective flux in this situation must await better characterization 
of the liquid side temperature drop, the target's surface rough­
ness, and the influence of liquid property variations for a 300° C 
temperature change in a thin boundary layer. 

Extremely high heat flux cooling situations are, generically, 
high Biot number situations, in which the reduction of wall 
thickness (and thus wall thermal resistance) is limited by struc­
tural requirements. In the present extremal flux experiments, 
the major thermal resistance is not the liquid-side thermal 
resistance (be it convection or boiling) but the wall resistance, 
which amounts to more than 80 percent of the total at the 
highest fluxes. Structural and mechanical limits to heat flux, 
set by the wall material, represent a more significant barrier 
to raising the flux than do issues related to liquid-side transport 
mechanism. For generic studies of extremal fluxes, the devel­
opment of better wall materials is the logical focus. 

On a purely thermal basis, a material's ability to carry large 
heat fluxes depends on its melting-point temperature and its 
thermal conductivity. For comparison, it is convenient to con­
sider a specific heat flux, (qwt) = ksoM(Tmat-0°C). The ma­
terials used for the target plates in the present experiments 
included the highest specific-flux metals, tungsten (441 kW/ 
m) and copper (426 kW/m), as well as molybdenum (387 kW/ 
m), tantalum (167 kW/m), and low-carbon steel (45 kW/m). 
Most of the heat transfer results described above were for steel 
targets. Those targets have low specific flux, but very high 
mechanical strength, and thus they reached very high fluxes 
by melting to a very thin solid layer. 

Tungsten has the highest conductivity and highest melting 
point of materials we tried; however, brittle failure was ob­
served for 0.5-mm-thick plates in the range of 100 MW/m2 

shortly after the arc was powered. Fracture appeared to be 
caused by the thermal stress in the target. Copper targets proved 
unsuitable for these experiments owing to the large fin effects 
in 1.5 mm targets (they did not melt) and the low mechanical 
strength of thinner targets (they ruptured under the jet). 

Molybdenum is the most promising material among those 
we tried, having high specific flux and high yield strength. We 
found it necessary to switch from argon to helium as the arc 
gas in order to achieve sufficient flux to melt these targets. If 
further arc power were available, a higher flux could easily be 
achieved, as no tendency toward mechanical failure was ob­
served in molybdenum. Recent developments in diamond tech­
nology also promise a route to reduced Biot number with high 
mechanical strength (Lienhard and Khounsary, 1993). 

In general, we observed structural failure caused by rupture, 
buckling, and fracture in our experiments. The wall experiences 
a thermal stress due to the large temperature gradient, and 
also a large mechanical stress from the force of the jet. Esti­
mates for both stresses are discussed by Liu and Lienhard 
(1992). Our results suggest that the mechanical properties of 
the wall are entirely as important as its thermal properties when 
high fluxes are desired. 

4 Summary 
High-speed liquid jets have been used to produce heat fluxes 

of up to 400 MW/m2. These data include the highest heat 
fluxes ever achieved in any configuration. 

The present studies, in which heating is confined to the 
stagnation region, show no evidence of a critical heat flux, 
even up to our maximum power. The large fluxes reported 
here are limited only by wall failure and the power of our 
heating source, and not by liquid-side thermal resistance. By 

selecting or developing wall materials having lower conduction 
resistance and higher mechanical strength, higher heat fluxes 
can be achieved. Of available metallic materials, molybdenum 
is particularly promising for the construction of high-flux walls. 
For these high-speed jets, convection appears to account for 
a large portion of the total heat flux, and the stagnation-zone 
heat transfer depends on the velocity throughout the range of 
our velocities. 
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1 Introduction 
During the last 25 years, many numerical studies of natural 

convection heat transfer in rectangular closed cavities have 
been conducted. Most of the early studies were related to square 
or moderately high cavities with Grashof numbers, based on 
the cavity height H, of Gr< 106. Wilkes and Churchill (1966) 
published their numerical study dealing with natural convec­
tion in a rectangular cavity for aspect ratios R = height/ 
width = H/L ranging from 1 to 3. To solve the two-dimensional 
incompressible Navier-Stokes equations, they chose the vor-
ticity-stream function approach and applied the ADI (alter­
nating direction) finite difference method to the vorticity and 
energy equations and SOR (successive overrelaxation) method 
to the stream function equation. Newell and Schmidt (1970) 
solved this problem numerically using the Crank-Nicholson 
implicit method for cavities with aspect ratios i?<20 and 
Gr<5.6xl08. Based on the results reached, they presented 
numerous correlations in terms of the Nusselt number 
Nu=/(Gr). Spradley and Churchill (1975) solved the heat 
transfer by natural convection in the closed cavity by using an 
explicit, time-dependent, finite-difference technique. They did 
not accept the Boussinesq simplification, retained the effects 
of variable density, and showed that the nonlinear, variable 
density profile has little effect on the steady-state isotherms. 
Chu and Churchill (1977) used again the ADI method to solve 
the simplified N-S equations by adopting the Boussinesq ap­
proximation for the gravitational term. They described the 
solution of heat transfer in a cavity with aspect ratios 0.4 < R < 5 
and Rayleigh number Ra = GrPr < 50000 provided that one side 
wall is cold while the other wall is heated by a heater whose 
size varies from 0 to H. 

Probably the most interesting numerical studies dealing with 
topics closely related to this work were presented by Korpela 
et al. (1982) and by Lee and Korpela (1983). They described 
multicellular convection flow, a common phenomenon occur­
ring with rather high cavity aspect ratios and Rayleigh num­
bers. Using the Arakava explicit finite difference scheme for 
the convective terms and the explicit DuFort-Frankel method 
for the diffusive terms, they determined numerically (Korpela 
et al., 1982) the boundaries between conduction, multicellular, 
and transition fluid flow regimes in the window cavity for 
aspect ratios R< 20. Compared with Korpela et al. (1982), the 
newer study by Lee and Korpela (1983) brings more general 
numerical results valid for cavity aspect ratio R < 40 and for 
various Prandtl numbers. 

The purpose of this paper is to evaluate the boundaries 
between multicellular and conduction fluid flow regimes nu­
merically for high window cavities. To accomplish this, the 
ADI finite difference scheme and the SOR by lines technique 
are used for solving the Navier-Stokes equations. The meth­
od was efficiently programmed and extensively employed 
to evaluate various fluid flow regime boundaries for cavity 
aspect ratios 10<i?<90 and Grashof numbers ranges 
1 x 108<Gr<3x 109. This parameter extent, particularly for 
40<i?<80, is not sufficiently covered in the literature despite 
its practical importance for window design. 

2 Analysis 
To transform the Navier-Stokes equations to the simplified 

form, a Boussinesq approximation to the gravitational term 
is accepted. The pressure elimination from the equations of 
motion leads to the well-known system of dimensionless equa­
tions for vorticity, energy, and the stream function. This system 
is solved numerically by the finite difference technique for the 
boundary conditions shown in Fig. 1. The spatial derivatives 
in each equation solved are approximated by second-order 
central differences. In order to assure computational stability, 

Y, V 
> x- y y y y 

xu 

— L -
Fig. 1 Rectangular cavity scheme 

the alternating direction implicit finite difference method (ADI) 
is used for the vorticity equation, while the successive over-
relaxation (SOR) by lines technique, described by Anderson 
et al. (1984), is applied for both the energy equation and the 
stream function equation. Compared with the common tech­
nique, in which both the vorticity and energy equations involve 
dimensionless time, the transformation of the vorticity equa­
tion alone to the parabolic form accelerates the whole iteration 
process. Once the temperature field in the cavity is known, 
then each local Nusselt number value is determined as the 
dimensionless temperature drop at the boundary from Nuioc 
= h\0CH/k = dO/d Y\ wan. Finally, to obtain the cavity mean Nus­
selt number, the Simpson rule is applied for the integration of 
the local Nusselt number values along the vertical cavity walls. 

The vorticities at the walls (boundaries), fl^, are computed 
using the relationship originally derived by Thorn. The ad­
vantages of this first-order term are discussed in detail by 
Roache (1972) and Anderson et al. (1984). 

For most of the calculations reported here, a 152x32 grid 
was chosen to optimize the relation between the accuracy re­
quired and the computing time. To reach the steady state in 
the transition or conduction regime takes up to 1 hour (PC 
386 33 MHz) of computational time for a 152x32 grid. This 
time corresponds to several hundreds of iteration steps. For 
the multicellular flow, the computational time increases pro­
gressively (up to hours), especially in the case where the Grashof 
number Gr>2xl09 . For these high Grashof numbers also 
some solution instabilities were encountered for aspect ratios 
falling near the middle of the multicellular regime. For such 
situations the evaluation process diverged and no results were 
accepted. 

To ensure the reliability of results, various error estimates 
were made. For the chosen points it turned out that a change 
in the number of grid points in the horizontal direction from 
16 to 26 does not affect the mean Nusselt number by more 
than 2.3 percent either in the conduction or in the multicellular 
regime. However, in this range of number of grid points the 
multicellular fluid flow structure (number of cells) depends on 
the number of grid points. This effect diminishes entirely for 
smoother grid consisting of 26 or more points. A further in­
crease in the number of grid points from 26 to 32 affects the 
mean Nusselt number by less than 0.9 percent and leaves the 
fluid flow patterns unchanged and similar to those depicted 
in the research papers by Lee and Korpela (1983) and by Kor­
pela et al. (1982). Finally, the horizontal grid consisting of 40 
points was tested; however, compared with 32 points, no no-
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Natural convection in Cavity 
boundaries between flow regimes 

Table 1 Cavity mean Nusselt number based on the height; comparison 
of results from various sources 

Nu-hH/k l-l 

0 10 20 30 40 50 60 70 80 90 100 110 120 

aspect ratio R-H/L H 

Alr,Pr«o.7l 

Fig. 2 Numerically evaluated various fluid flow regime boundaries in 
a slender cavity filled with air 

ticeable differences were observed. In the vertical direction, 
the various grid densities were also compared using 82, 152, 
and 202 points. As evaluated, the change from 82 to 152 and 
from 152 to 202 points causes the differences in the cavity 
mean Nusselt number maximally by 2 and 0.7 percent, re­
spectively. Consequently, a 152x32 grid seems to be suffi­
ciently smooth for proper representation of the flow patterns 
in the cavity. 

Residual errors in steady state were evaluated at each grid 
point for all equations solved. For the temperature equation, 
the value of the maximum residue divided by the smallest 
equation term at the same grid point did not exceed 11/1360. 
Under these conditions, the maximum changes of the local 
Nusselt number do not exceed 0.007 percent for two subsequent 
iteration steps and the corresponding mean Nusselt numbers 
evaluated independently for the hot and cold vertical walls do 
not differ by more than 0.3 percent one from another. For the 
Rayleigh number Ra= 105 and the square cavity, the present 
numerical achievements on a 33 x 33 grid were also compared 
with those obtained by Phillips (1984) on the same grid and 
with those by Chu and Churchill (1977) performed on a 20 x 20 
grid. It was found that the mean Nusselt number value obtained 
using the present technique, Nu = 4.65, falls exactly between 
their results, which differ by 4.8 percent. Another comparison 
showed that Phillips' (1984) achievements, obtained by using 
the dynamic ADI methods on a 65 X 65 grid, do not differ 
from present calculations performed on a 33 x 33 grid by more 
than 1.9 percent. 

3 Results and Discussion 
Typical results of the analysis are presented in Fig. 2. In this 

figure the mean Nusselt number is shown as a function of the 
cavity aspect ratio R. The Grashof number, based on the cavity 
height, Gr = g/3(f! - t2)H

i/v2, is chosen as a parameter for each 
curve. The nondimensional numbers are based on the cavity 
height, H, because each curve depicted gives the real image of 
how the various aspect ratios affect the heat transfer through 
the cavity of a constant height. Shown in Fig. 2 are two curves 
(1 and 2) indicating the approximate boundaries between tran-
sition-multicellular and multicellular-conduction fluid flow re­
gimes. As the multicellular-conduction boundary 2 shows, the 
influence of the aspect ratio on the heat transfer in the mul­
ticellular regime near this boundary is nearly negligible. Thus, 
to minimize the heat loss, the windows should be designed 

Aspect ratio R 

Grashof number Gr 

Present study 

+ ElSherbiny et al 

* Korpela et ai. 

* Lee & Korpela 

12.5 15 20 

1x10" 

28.2 

28.4 

27.7 

28.0 

27.1 

27.0 

26.9 

26.8 

. 40 

5x10* 

41.9 

45.2 

44.0 

42.0 

43.0 

1x10' 

51.2 

51.5 

51.8 

80 

2x10' 

83.4 

80.0 

3x10' 

84.1 

80.4 

' numerical values read from a graph, * experimental values given by a correlation 

for this specific range of aspect ratios. Expressed in terms 
of Grashof number based on the cavity width, L, for aspect 
ratios 7?>30, this gives approximately the value of 
GrL =g/3(ti-t2 )L3/v2 = 11,300 ± 400, which is in a good agree­
ment with the conclusions obtained numerically by Lee and 
Korpela (1983). Consequently, for side walls, the temperature 
drop dt = 20°C (this roughly corresponds to ASHRAE winter 
conditions) and the mean air temperature ?mean = 0°C, the de­
signed double-paned window width should be at least L = 14 
mm. 

The results of the present calculations are depicted in Fig. 
2, together with the experimental data of ElSherbiny et al. 
(1982). In order to keep this figure easy to look at, a detailed 
comparison of the present results with the available numerical 
investigations of Korpela et al. (1982), Lee and Korpela (1983), 
and the ElSherbiny experimental data is depicted in Table 1. 
As the cavity mean Nusselt number values shown in this table 
suggest, the difference between previously published numerical 
data, obtained using the Arakawa scheme, and the present 
calculations is nearly negligible. This indicates that the use of 
the simple ADI method together with successive overrelaxa-
tion, SOR, by the lines technique gives reliable results for the 
range of aspect ratios investigated. Compared with the exper­
imental achievements of ElSherbiny et al. (1982), on the cavity 
with a highly conducting top and bottom for aspect ratios 5, 
10, 20, 40, 80, and 110, the present results do not differ either 
in the multicellular or in the conduction regime from their 
experimental data by more than 5 percent. 

However, unlike the ElSherbiny experimental results, all 
numerical calculations reported here were performed on the 
cavity with the adiabatic top and bottom. To express the dif­
ference between these two methods, two types of task either 
for linear (conductor) or adiabatic (insulator) top and bottom 
boundary conditions were solved numerically. Based on nu­
merous calculations, it turned out that for aspect ratios higher 
than R>25 the linear top and bottom boundary conditions 
do not cause an increase in the cavity mean Nusselt number 
by more than 2 percent compared with adiabatic boundary 
conditions. 

In order to demonstrate the temperature, stream function, 
and local Nusselt number distribution in the multicellular fluid 
flow regime, Fig. 3 is presented. In this regime, which occurs 
as a consequence of the hydrodynamic instability, described 
by Lee and Korpela (1983) in detail, the heat is transferred 
mainly by convection along the finite number of convection 
cells. Consequently, the local Nusselt number in the middle 
area, which is not affected by the cavity ends, has local peaks. 
In Fig. 3, the local Nusselt number values, evaluated from the 
Nusselt number definition in the form Nuioc = dd/d Flwau, are 
depicted along each cavity vertical wall. The zoomed view of 
the local values of Nusselt number distribution along the hot 
wall is also shown in the right part of Fig. 3. In the steady 
state, for the boundary conditions according to Fig. 1, the 
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Hot wall local Nusselt numbers 
Gr = 5e8, aspect ra t io fl = 30 

0 25 50 75 100 125 150 
local Nusselt number values [-] 

Fig. 3 Temperature, stream lines, and local Nusselt number distribution in a cavity filled with air for 
Gr = 5 x 108 and aspect ratio fl = 30 

cavity mean Nusselt number will be the same evaluated either 
from the hot or cold wall local Nusselt number values. Finally, 
provided that the Grashof number is constant, the local Nusselt 
number peaks diminish if the value of aspect ratio is higher 
than that defined by the multicellular-conduction boundary in 
Fig. 2. 

4 Conclusions 
Natural convection heat transfer in a double-paned window 

cavity with high aspect ratios was investigated theoretically 
using the finite difference technique. The following conclusions 
emerge: 

1 The boundaries between the conduction-multicellular 
fluid flow regimes were determined for high cavity aspect ratios 
R < 90 and Grashof numbers Gr < 3 X 109. 

2 Compared with the adiabatic boundary conditions, for 
aspect ratios of 25 the linear boundary conditions imposed on 
the cavity top and bottom cause the decrease of the cavity 
mean Nusselt number by approximately 2 percent. For aspect 
ratios higher than 30 this difference is nearly negligible. 

3 As the comparison with other works indicates, to analyze 
the conduction-multicellular fluid flow boundaries for natural 
convection heat transfer regimes in very slender cavities, the 
finite difference alternating direction implicit method (ADI), 
combined with the successive overrelaxation by lines technique 
(SOR), is well suited as it is for lower aspect ratios. 

4 For the temperature difference between the vertical walls 
of 20°C and mean cavity air temperature tmean = 0°C, to operate 
a window in the low heat loss regime, the double-paned window 
width should be greater than 14 mm. In the range of aspect 
ratios investigated, this thickness corresponds to the transition 
from the conduction to the multicellular fluid flow regime. As 
proved by evaluation, for a window height of 0.9 m and side 

wall temperature difference dt = 20 ° C the use of a 14 mm cavity 
instead of a 10 mm cavity decreases the heat loss by natural 
convection through the window gap by about 30 percent. 
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Effects of Heat Losses (or Gains) 
From Insulated Portions of Closed-
Loop Thermosyphons With Vertical 
Heat Transfer Sections 

M. A. Bernier1 and B. R. Baliga2 

Nomenclature 

A = cross-sectional area of pipe 
Cp = specific heat at constant pressure 
D = internal diameter of the pipe = 2r, 
f = Fanning friction factor = T„/(pV2)/2 

Sl 

T, 

Gr,„ = 
g = 
/ = 

kj = 
L = 

...L9 = 
LI = 
P„ = 
Pr = 

Q = 

QL = 
Re = 

Reref = 
R = 
n = 
s = 

o t m = 

. . . ^10 = 

T = 
T = 
1 a 

Tw = 
... T9 = 

U = 
V = 

V* = 
vnf = 

0 = 
As = 

AZ = 
M = 
v = 
I = 
P = 

a = 

modified Grashof number = D gfiq/v VKikf 

acceleration due to gravity 
axial grid location 
thermal conductivity of the fluid 
total length of the closed loop 
various lengths of the closed loop (Fig. 1) 
number of grid points in the axial direction 
power input 
Prandtl number = \x,Cp/kj 
heat flux 
rate of heat loss around the loop 
Reynolds number 
reference Reynolds number = VK;D/v 
radius of 180 deg bends 
internal radius of the pipe 
axial coordinate around the closed-loop 
modified Stanton number = UD/pVieSACp 

given values of the axial coordinate (Fig. 1) 
area-weighted mean cross-sectional temperature 
ambient temperature 
mean wall temperature in the cooled section 
temperatures evaluated at S\ ... s9 

overall heat loss coefficient, W/m-°C 
average velocity 
nondimensional average velocity = V/Vle[ 

reference velocity = [PwPgAZ/8irfiCpL]W2 

thermal volumetric expansion coefficient 
length of control volume 
height difference between the middles of the 
heated and cooled sections (Fig. 1) 
dynamic viscosity 
kinematic viscosity 
parameter used in Eq. (1) 
density 
dimensionless ambient temperature = (Ta -
T„)/(qD/kf) 
modified heat loss coefficient = U/pVACp 

Subscripts 
cs = refers to the cooled section 
hs = refers to the heated section 
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Fig. 1 Schematic representation of the closed-loop thermosyphon con­
sidered in this study 

1.0 Introduction 
Closed-loop thermosyphons are used in numerous engi­

neering applications where there is a need to transport heat 
from a source to a sink without the use of a mechanical pump. 
Models of closed-loop thermosyphons with vertical heat trans­
fer sections have been presented by Greif (1988), Hallinan and 
Viskanta (1985), Huang and Zelaya (1988), and Lewis et al. 
(1990). Recently, Bernier and Baliga (1992) proposed a one-
dimensional/two-dimensional model that accounts for heat 
losses (or gains) from such loops. The objective of this note 
is to use this model to demonstrate the importance of ac­
counting for heat losses (or gains) in the modeling of ther­
mosyphons. 

The geometry of interest is presented schematically in Fig. 
1. The circulating liquid is heated by a constant and uniform 
heat flux, q, in the heated section of the loop, and it is cooled 
in a cooling section maintained at a constant wall temperature, 
Tw. Elsewhere, around the loop, the pipes are insulated from 
the ambient fluid; in these insulated sections, the overall heat 
loss coefficient, U, is expressed on a unit length basis (W/m-
°C). The middles of the heated and cooled sections are sep­
arated by a vertical distance AZ, as shown in Fig. 1. 

2.0 Governing Equations 
The one-dimensional/two-dimensional model of Bernier and 

Baliga (1992) involves an iterative coupling procedure between 
the local results of two-dimensional numerical simulations of 
laminar mixed-convection flows, performed in the "extended" 
heated and cooled sections, and a traditional one-dimensional 
analysis. The extended heated (or cooled) section includes the 
heated (or cooled) and the post-heated (or post-cooled) sec­
tions. The "post" sections are included in the two-dimensional 
simulations because both the velocity and the temperature pro­
files remain distorted, from their fully developed shapes, for 
some distance after the heated or cooled sections. 

The governing equations and the underlying assumptions as 
well as the iterative solution procedure of this one-dimen­
sional/two-dimensional model have been presented by Bernier 
and Baliga (1992). The model was also validated by Bernier 
and Baliga (1992) by comparing its results to corresponding 
experiments, and the agreement was shown to be very good. 

The closed-loop thermosyphon illustrated in Fig. 1 is gov­
erned by five independent dimensionless parameters (Bernier, 
1991): Grm (= D3gfiq/vVrsfkf), a modified Grashof number; 
Stm (= UD/pVrtiACp), a modified Stanton number; Reref ( = 
Vre[D/p), a reference Reynolds number; Pr (= \i.Cp/kf), the 
Prandtl number; 4>«, (= \Ta - Tw]/[qD/k/]), a dimensionless 
ambient temperature. In these relationships, Kref is defined as: 

r̂ef = [Pw/3gAZ/%irCPij,L]W2, where P„ is the power input to 
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the loop, and L is the total length of the loop. The reference 
velocity, VreS, corresponds to the average velocity given by 
traditional one-dimensional models for a perfectly insulated 
loop (Bernier and Baliga, 1992). 

In their proposed one-dimensional/two-dimensional model, 
Bernier and Baliga (1992) have shown that, if the form losses 
associated with the 180 deg bends are neglected, the general 
one-dimensional momentum equation around the thermo-
syphon shown in Fig. 1 can be expressed by: 

set of dimensions of the geometry of interest. These dimensions 
are presented in Table 1. Furthermore, the results were ob­
tained using water as the circulating fluid. All results presented 
in Fig. 2 were obtained using Tw = 20.3 °C. The fluid properties 
were evaluated at that temperature giving a Pr = 7.0. The 
results generated by the one-dimensional/two-dimensional 
model are presented in terms of a nondimensional average 
velocity, V* (= V/VK{). 

2rhP k(I^JA{^e-nLn) + iTaLn 
'~Ll i=Ll QR2(e~,rRa+1) 

+ J ] TtojAs,- J ] TcsjASi+ , „ 2 „ 2 , <x (T5-Tl0) 
/ = i 

(Q2i?2+1) 

16(Ll+L4 + L6 + Lg + 2irR)+ ]>]//,J,,ReAs,+ ^ /cS,;ReAs; 

(1) 

where: n = 1, 4, 6, 9 (cf. Fig. 1); £ = +1 for « = 1, 4 and 
£ = — 1 for « = 6, 9; Fis the average velocity inside the loop; 
fi (= U/pVACp) is a modified heat loss coefficient; L, ... L9 

represent the lengths of various segments of the loop identified 
in Fig. 1; and the temperatures T{ ... T1Q represent the fluid 
temperatures prevailing at axial locations, s{ ... 5,0, respec­
tively. The values fcsj andfhsj are the local friction factors at 
the axial grid point " / " in the extended heated and cooled 
sections, respectively; and Thsj and TCSti are the area-weighted 
mean cross-sectional temperatures at axial grid point " / " in 
the extended heated and cooled sections, respectively. These 
discrete values of / and T, which prevail over certain finite 
distances, As, are obtained from two-dimensional numerical 
simulations of mixed-convection flows in the extended heat 
transfer sections using the finite volume method of Patankar 
(1980). 

It is convenient to consider the right-hand side of Eq. (1) 
as the ratio of "total buoyancy" and "total friction" (Lavine, 
1984). By adding the appropriate temperature-related terms in 
the numerator and then dividing them by the sum of the cor­
responding lengths, average "ho t" and "cold" side temper­
atures, Thot and TcM, respectively, can be determined: 

Thnt — " 

( l - e - n L i ) + r 0 L , + 2 ThsJAsi + 
(Tt-Ta) 

In Fig. 2, values of V are plotted against 4>a for Gr,„ = 
500 and for three different values of St,„. When St„, = 0, the 
thermosyphon is perfectly insulated. As is seen in Fig. 2, the 
impact of heat losses (or gains) on V* can be significant. For 
example, for St,„ = 1 x 10~4 and 4>™ = - 10, V* is equal to 
0.571. This corresponds to a 45 percent decrease in the value 
of V* compared to that obtained for St,„ = 0. At the other 
extreme, a 28 percent increase in the value of V* is noted for 
Stm = 1 x 10~4 and </>„ = 10. 

It is important to note that the amount of heat loss (or gain) 
is not the same in the various sections of the loop. In each 
section, the amount of heat loss (or gain) is proportional to 
the overall heat loss coefficient, U, to the length of the section, 
and to the difference between the average temperature of the 
fluid in that section and the ambient fluid temperature. For 
example, consider the post-heated and post-cooled sections, 
which, as shown in Fig. 1 and in Table 1, have the same U 
and are of equal length. If the temperature at the outlet of the 
cooled section, Ts, is lower than Ta, heat gains in the post-
cooled section will be higher than in the post-heated section. 
Such imbalances between heat losses (or gains) in various sec-

(\-e-
QL*) + TaLA 

Ll+L2 + L3+L4 
(2) 

i Z L J £ l (i _e-<"-6) + TaL6 + 'j] Tcs,Asi + ^ - ^ (l-e-aLi) + TaL9 

JfnM — " 
L6 + L7 + Ls + L9 

The difference between Thot and TcM drives the flow in the 
thermosyphon. As Thoi - Tcoii increases, total buoyancy in­
creases. The last term in the numerator of Eq. (1), which 
involves (T5 - Tl0) and accounts for heat losses (or gains) in 
the 180 deg bends, has been omitted in the definition of Thox 

and JTCO1CI; for the range of results presented here, the impact 
of this term on total buoyancy is insignificant and can be 
neglected (Bernier, 1991). 

Opposing the total buoyancy is the total friction, the de­
nominator of Eq. (1). This total friction can be divided by the 
total length of the loop to give an average value that is rep­
resentative of the frictional resistance, /Re: 

= £1 i = L\ 

(3) 

tions of the loop imply that the average hot and cold side 
temperatures do not increase (or decrease) at the same rate. 
In turn, these influence total buoyancy and the average ve­
locity. This imbalance phenomenon is amplified when the in­
sulation level is decreased or, alternatively, when Stm is 
increased. Therefore, for a given <f>a, the magnitude of the 
difference between the values of V* obtained with a specified 
Stra and for Stm = 0 increases as St„, is increased, as shown 
in Fig. 2. 

The amount of heat removed in the cooled section is greatly 
influenced by the cumulative amount of heat losses (or gains) 

/ R e = 

\6(L,+L, + L(> + L9 + 2-KR)+ J] / tei /ReAs,+ J] /„,/ReAj, 
i=l i=l 

Lt + L2 + L3 + LA + L6 + L7 + Li + L9 + 2-KR 
(4) 

3.0 Results 
The results presented in this section are for one particular 

from the insulated portions of the loop. This is illustrated in 
Table 2 where two extreme cases (St„, = 1 x 10"4; $„ = - 10 
and 10) are examined, along with the case of the perfectly 
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Table 1 Dimensions of the specific thermosyphon studied 

D = 0.02 m 

Li = 1.00 m 

l_2 = 1,00 m 

1.3 = 1.50 m 

U = 1.50 m 

L.6 = 1 .00 m 

L7 = 1.00 m 

Lfl = 1.50 m, 

L9 = 1.50 m 

R = 0.2 m 

L = 11.26 m 

L i /D - 50.0 

L;/D = 50.0 

L3/D = 75.0 

U / D = 75.0 

U / D = 50.0 

L//D = 50.0 

Le/D = 75.0 

U / D = 75.0 

R/D = 10.0 

L/D = 563.0 

AZ = 2.00 m 

Table 2 Effects of heat losses (or gains) on total buoyancy and total 
friction 
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Stm = 1x10-* 

QL /Pk 

0 

1.23 

-1.27 

T h „ , 

<'C) 

21.019 

21.547 

20.196 

T „ 1 d 

(*C) 

20.650 

21.064 
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1.317 
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1.0 

0.9 

0.8 

0.7 

0.6 

0.5 

Pr - 7.0 
Grm = 500 

l » 

—--"'*' 
f ~ " ^ ^ ^ 

9 

: 

~—^'A~~^-^ 
^ 

«-<^-^*— 
^B , l i 

stm 

H H 1 x 1 0 5 

A A 5X 10~5 

e — e 1 x TO - 4 

^^.K 

____—'; 

. 

. 
-

in Table 1. Nonetheless, the results obtained in this study 
indicate that the performance of a closed-loop thermosyphon 
can be markedly affected by heat gains (or losses) in the in­
sulated sections of the loop. 
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insulated loop (Stm = 0). In this table, QL/PW represents the 
ratio of heat losses from the insulated port ions of the loop 
over the power input in the heated section. The first thing to 
note is t h a t / R e is close to the fully developed value of 16 in 
all three cases. This indicates that the velocity profiles are only 
mildly affected by mixed-convection effects, and the total fric­
tion does not change significantly from one case to the other . 
However, the variat ion in total buoyancy (or Thot - T^M) is 
much greater. 

For the case where < / > „ = + 10, QL/PW = 1.23. Therefore, 
the amount of heat removed in the cooled section has to be 
2.23 times the power input supplied in the heated section. Thus , 
the overall temperature d rop across the cooled section has to 
be higher than the overall tempera ture rise in the heated section. 
Consequently, the difference ( r h o t - r c o i d) , the total buoy­
ancy, and the average velocity all increase when compared to 
the case where St,„ = 0, as indicated in Table 2. 

As for the case where </>„ = - 1 0 , the rat io of QL/PW = 
- 1.27. This implies that heat losses from the insulated port ions 
of the loop exceed the power input in the heated section, and 
heat is supplied (and not removed) in the cooled section. As 
shown in Table 2, this profoundly affects the resulting average 
velocity. 

The analysis presented in this note is specific to the geometry 
shown in Fig. 1 and to the corresponding dimensions presented 
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1 Introduction 

It is a common misconception that thermally induced in­
stabilities in mixed convection can occur only under extreme 
heating conditions, and may be ignored under normal circum­
stances. These instabilities have, however, been observed in 
the laboratory with small temperature gradients. For example, 
Kemeny and Somers (1962) describe thermally induced insta­
bilities in mixed convection in a 0.75-in. radius circular pipe 
when the vertical temperature gradient was 2.5°F/ft, which 
resulted in a 30 percent increase in the Nusselt number. As 
will be demonstrated in this paper, as the radius of the tube 
increases, the temperature gradient necessary to induce insta­
bility will decrease even further. This implies that thermal 
instability exists as long as the flow is not isothermal. These 
instabilities are an inherent property of nonisothermal flows. 
Any design method that ignores these effects is unrealistic and 
unreliable. 

The results in this note will demonstrate that the onset of 
thermally induced instability in "mixed convection depends 
strongly on the Prandtl number. The role of the Prandtl num­
ber in determining the relative thicknesses of the momentum 
and thermal boundary layers is well known. However, in more 
complicated nonisothermal flows, such as mixed convection 
inside ducts, the effect of the Prandtl number is not as obvious. 
In this study, we will demonstrate that the Prandtl number 
plays a fundamental role in the hydrodynamic instability of 
nonisothermal flows as well as the flow transition process. 
This is because the structures of the complex unsteady flows 
resulting from mixed-convection instability are completely dif­
ferent and depend on the value of Pr. Consequently, the as­
sociated heat transfer rate varies and the Prandtl number is a 
key parameter to determine its value. Its importance cannot 
be explained by the traditional understanding of Prandtl num­
ber effects. 

A study of the energetics of nonisothermal flow reveals that 
there are two sources of energy to sustain instability (Rogers 
and Yao, 1992a). The first of these is the shear production, 
which is the product of the Reynolds stress and the mean-flow 
strain rate, similar to isothermal flow. In the case of non­
isothermal flow, however, energy is also obtained from the 
buoyant potential, and the flow transition is modified by the 
buoyant energy production. The Prandtl number plays a key 
role in this energy transfer that has not been previously in­
vestigated in any depth. In this study, we investigate these 
phenomena by considering the linear instability of noniso­
thermal flow in a vertical annulus with a constant heat flux 
maintained on the inner cylinder and the outer cylinder in­
sulated. 

There are several previous studies that are relevant to the 
current work. Linear-instability analyses by Yao (1987a, 1987b) 
showed close agreement with experimental observations of 
buoyancy induced instabilities in pipe flow (Scheele and Han-
ratty, 1962; Kemeny and Somers, 1962). Linear-instability 
analyses of the flow of air (Pr = 0.71) in a vertical concentric 
annulus with the cylinders maintained at different temperatures 
has demonstrated that the stability boundary in the Grashof 
number-Reynolds number (Gr-Re) plane consists of three dis­
tinct instabilities (Yao and Rogers, 1989a, 1989b). These modes 
were identified as a shear instability, which is induced by vis­
cous effects as Re increases, the thermal-shear instability, 
caused by an unstable velocity distribution induced by the 
buoyant force as Gr increases, and the interactive instability, 
which bridged the gap between the shear and thermal-shear 
modes. However, all of these instabilities obtain most of their 
kinetic energy through the shear production mechanism. In 
the natural-convection limit of this problem, Choi and Korpela 
(1980) predicted and observed experimentally a thermal-shear 
instability. They also predicted the presence of a thermal-buoy­
ant instability at large Pr, but their experimental apparatus 

was incapable of producing the conditions necessary to observe 
this mode in the laboratory. The natural convection limit of 
the current problem, with a heated inner cylinder and an in­
sulated outer cylinder, is that of a fluid trapped in a tall vertical 
annulus with a uniformly increasing temperature. The math­
ematical formulation of the problem in this limit is identical 
to that of natural convection in an annulus with a uniform 
internal heat source in the fluid. The associated boundary 
conditions are constant temperature on the inner cylinder with 
an insulated outer'cylinder. This problem has been studied by 
Rogers and Yao (1993a), and the results have shown that both 
thermal-shear and thermal-buoyant instabilities are present, 
depending on the annular geometry and the value of the Prandtl 
number. 

Experimental results for mixed convection of water in a 
heated vertical annulus indicate that, as the rate of heat ad­
dition to the fluid is increased, the flow becomes unstable, and 
the measured heat transfer rates increase by as much as 45 
percent above those predicted by laminar flow models (Maitra 
and Subba Raju, 1975). Nonlinear instability analyses using 
the shape assumption (Rogers and Yao, 1990) and a formal 
weakly nonlinear theory (Yao and Rogers, 1992) have predicted 
Nusselt numbers that are in agreement with the experimental 
results both in the case of the heated annulus and a heated 
circular pipe (Rogers and Yao, 1993b). These specific cases 
illustrate the importance of accounting for hydrodynamic in­
stability in heat transfer calculations. In addition, the earlier 
linear-instability studies have illuminated the roles of the Reyn­
olds number and Rayleigh number (or Grashof number) in 
nonisothermal instability. However, the effects of the Prandtl 
number on these phenomena have not been studied previously. 

An important difference between the problem studied here, 
that of flow in an annulus with a heated inner cylinder and 
an insulated outer cylinder, and that of the constant wall tem­
perature problems is that in this case the vertical temperature 
gradient leads to a vertical density stratification. This strati­
fication is stable when the temperature increases in the vertical 
direction (Ra > 0), but is potentially unstable when the density 
decreases in the vertical direction (Ra < 0). Our results will 
show that the stability characteristics are substantially different 
for each case. We find that four different instabilities are 
present in this flow. With no heating, the flow becomes un­
stable to the shear instability of isothermal flow as Re increases. 
The shear instability is found to be strongly stabilized by heat­
ing (Ra > 0) and strongly destabilized by cooling (Ra < 0). 
In stably stratified flow, one of two thermally induced insta­
bilities will appear, depending on the value of the Prandtl 
number. The first of these occurs when the Prandtl number 
is small, and is caused by an unstable velocity profile induced 
by thermal effects. This is the thermal-shear instability, since 
it obtains kinetic energy primarily by shear production. The 
second instability occurs at larger Prandtl number, and is the 
thermal-buoyant instability because it is driven primarily by 
buoyant effects. The thermal-buoyant instability is found to 
be potentially much more sensitive to thermal effects than the 
thermal-shear mode. In the case of unstably stratified flow, a 
thermally induced instability caused by the unstable density 
stratification appears as the magnitude of Ra increases. This 
is the Rayleigh-Taylor instability. In unstably stratified flow, 
the Rayleigh-Taylor mode is always more unstable than the 
thermal-shear mode, and will be the dominant thermal insta­
bility except at very large Prandtl numbers (Pr > 100), when 
the thermal buoyant mode will become pre-eminent. 

Our analysis shows that in stably stratified flow, linear in­
stability is initiated in low Prandtl number fluids due to the 
thermal-shear instability, which occurs when increasing Ra 
distorts the basic-state velocity profiles sufficiently so that the 
velocity profile becomes unstable. In larger Prandtl number 
fluids, however, the flow becomes unstable to the thermal-
buoyant instability when a local disruption of the buoyant 
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force, induced by a temperature fluctuation, causes a disrup­
tion of the velocity field, with the kinetic energy being obtained 
from the fluctuating buoyant potential. The reason low Prandtl 
number fluids do not exhibit this behavior is because the "pen­
etration depth" of temperature disturbances increases as the 
Prandtl number decreases. Therefore, in low Prandtl number 
fluids, temperature fluctuations are rapidly smoothed by con­
duction. On the other hand, as the Prandtl number increases, 
the fluids do not conduct heat as well, the temperature dis­
turbances remain more localized, and the concentrated dis­
ruption of the buoyant force initiates instability. This also 
explains why the critical Ra for the thermal-buoyant mode 
decreases substantially in poorly conducting high Prandtl num­
ber fluids, as our results will demonstrate. 

2 Analysis 
The problem under consideration is that of fluid flow driven 

by an external pressure gradient in a heated vertical annulus. 
A constant vertical temperature gradient is maintained on the 
inner cylinder and the outer cylinder is insulated. The governing 
equations are the Boussinesq equations in cylindrical coordi­
nates. The basic state of the fluid is steady, laminar, parallel, 
fully developed flow. The basic-state velocity and temperature 
profiles are independent of Re and Pr, and depend on Ra only. 
The linear instability of the basic state is studied by subtracting 
the basic state from the governing equations and neglecting 
the nonlinear terms. The governing equations, those of the 
basic state and linear instability, and details of the analysis 
procedure are discussed by Yao and Rogers (1992). 

3 Results 
The instability boundary for the shear, thermal-shear, ther­

mal-buoyant, and Rayleigh-Taylor instabilities in the Ra-Re 
plane for an annulus with a curvature parameter of K = 0.6, 
is shown in Fig. 1. Referring to this figure, it is seen that the 
shear instability becomes unstable in isothermal flow (Ra = 
0) at Re = 14017 to a disturbance with an azimuthal wave-
number of n = 1, in agreement with the results of Mahadevan 
and Lilley (1977). This instability is strongly stabilized by heat­
ing and strongly destabilized by cooling. As Re increases above 
Rec, the unstable region due to this disturbance will consist of 
the area between the Ra = 0 axis and a critical Rayleigh 
number, which becomes nearly constant for large Re at about 
Rac = 10. At Re less than Rec, the stable region consists of 
the area between the Ra = 0 axis and a critical Ra whose 
magnitude increases slowly as Re decreases. The curve given 
on Fig. 1 for the shear instability is valid for all Pr because 

this instability does not exhibit any Pr dependence. The results 
have shown that the least stable azimuthal wavenumber for 
the shear instability is always the first azimuthal mode in this 
geometry. 

At Ra < 0, as Re decreases from Rec of isothermal flow, 
the flow still becomes unstable to the shear disturbance as the 
magnitude of Ra increases. However, as Re decreases further, 
thermally driven instabilities appear, which become more un­
stable than the shear mode, as Fig. 1 illustrates. For all Re, 
at Re = - 32, an instability appears due to the unstable strat­
ification of the flow, and is therefore the Rayleigh-Taylor 
instability. For Re < 4000, this instability is less stable than 
the shear mode. The least stable Rayleigh-Taylor mode has 
an azimuthal wavenumber of n = 1, and the minimum critical 
Ra in this case occurs as the axial wavenumber, a, approaches 
zero. Therefore, the instability will consist of long waves in 
the axial direction. Similar to the shear instability, Rac for the 
Rayleigh-Taylor mode does not depend on Pr, and the curve 
shown on Fig. 1 is valid for all Pr. For the unstably stratified 
case, this is the dominant thermally induced instability except 
at values of Pr greater than 100, as illustrated. 

At Ra > 0, the flow is stably stratified and the Rayleigh-
Taylor mode doesn't appear. However, as Ra increases, other 
thermally induced instabilities, called the thermal-shear and 
thermal-buoyant modes, appear. In this region, the dominant 
thermal instability will depend on the value of Pr. The thermal-
shear instability for Pr = 1 and the thermal-buoyant insta­
bilities for Pr = 6 and Pr = 100 are illustrated in Fig. 1. As 
the results shown, the critical Rayleigh numbers for these in­
stabilities are almost independent of Re for the range of data 
presented. Therefore, at small Re, the flow will become un­
stable to these modes as the rate of heating increases. In con­
trast to the results for the constant wall temperature thermal 
boundary conditions (Yao and Rogers, 1989), in this case no 
interactive instability has been found to bridge the gap between 
the thermal and shear instabilities. Therefore, as Ra increases 
at Re > 14000, the flow will be linearly unstable from Ra = 
0 until the maximum Rac for the shear instability, followed by 
a linearly stable region until the minimum Rac for the dominant 
thermal instability is reached, as Fig. 1 illustrates. 

As was implied in the discussion of Fig. 1, Rac for the 
thermal-shear and thermal-buoyant instabilities depends on Pr. 
This is illustrated more clearly in Fig. 2, which is a plot of the 
instability boundaries in the Ra-Pr plane for positive Ra at 
Re = 250 and Re = 5000. These results demonstrate more 
clearly that there are two distinct thermal instabilities present, 
neither of which is affected significantly by Re. At smaller 
values of Pr, the dominant instability occurs at a Rayleigh 
number of about 200, with Rac being a relatively weak function 
of Pr. This instability is hydrodynamic in origin, resulting from 
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an unstable velocity profile, and is therefore called the thermal-
shear instability. At larger values of Pr, an instability appears 
in which Rac is more strongly influenced by Pr. This instability 
is driven by buoyant effects, and is therefore a thermal-buoyant 
instability. In this case, the thermal-shear instability is the most 
unstable mode for Pr less than 2.5, while at Pr greater than 
2.5, the thermal-buoyant mode becomes more unstable. With 
the thermal-buoyant instability, Rac initially decreases rapidly 
with increasing Pr, but as Pr increases further, the rate of 
decrease diminishes, and Rac approaches a constant value of 
about Rac = 20 at large Pr. Consequently, the thermal-buoyant 
instability is potentially much more sensitive to thermal effects 
than the thermal-shear instability. 

4 Energetics 
In this section we will study the energy transfer in the un­

stable flow in more detail so that the physical mechanisms 
responsible for the occurrence of the thermal-shear and ther­
mal-buoyant instabilities may be clarified. With this in mind, 
the kinetic energy balance for the disturbance may be written 
as: 

dt 
{Q2+v2+w2) = 

dt) 

Ra. 
Re 

<W0> 

Re 
{(Vu)2+(Vv)2+(Vw)2)=Es + Eb + Ed. (1) 

The balance of thermal variance yields: 

dt 
<02> = m 

~„d 

dt\ 

1 
RePr 

<w0>-
1 

RePr 
<(V0)2> 

= Er 
RaPr 

Eb + Ec. (2) 

PFand 0 are the basic-state velocity and temperature, respec­
tively, the A denotes the disturbance velocities and temperature, 
and the symbols < > imply integration over the volume of the 
disturbance wave. On the curve of neutral stability, the dis­
turbances are neither growing nor decaying, and the left-hand 
sides of Eqs. (1) and (2) are zero. In Eq. (1), the first term, 
given the symbol Es, represents the shear production of dis­
turbance kinetic energy. The second term, given the symbol 
Eb, represents the production of kinetic energy through work 
done by the fluctuating body force, and is the buoyant pro­
duction term. The last term, given the symbol Ed in Eq. (1), 
represents the dissipation of energy due to viscous effects. 
Therefore, Eq. (1) represents a balance of the production of 
disturbance kinetic energy by both the shear and buoyant 
mechanisms with the dissipation of disturbance kinetic energy 
by viscous action. In Eq. (2), the first term, given the symbol 
E„ is the product of the disturbance heat flux and the mean 
temperature gradient, and is therefore the gradient production 
of thermal variance. The next term in Eq. (2) represents the 
exchange of thermal and kinetic energy due to the buoyant 
force, and is the negative of the buoyant production term in 
Eq. (1) divided by RaPr. Therefore, this term represents the 
transfer of energy from the thermal field to the velocity field 
by the buoyant force. The last term in Eq. (2), given the symbol 
Ec, represents the dissipation of thermal variance by conduc­
tion. Therefore, Eq. (2) represents a balance of the gradient 
production of thermal variance with the sum of the transfer 
of thermal energy to kinetic energy through the buoyant ex­
change term and the dissipation of thermal variance by con­
duction. 

These results demonstrate that the disturbance waves may 
gain kinetic energy from both shear and buoyant production. 
The transfer of thermal energy to the momentum wave occurs 
because components of the disturbance heat flux appear both 
in the balance of disturbance kinetic energy and in the balance 

Table 1 Energetics for shear, thermal shear, thermal buoyant, and Ray­
leigh-Taylor instabilities (S stands for the shear instability, TS stands 
for the thermal-shear instability, TB stands for the thermal-buoyant in­
stability, and RT stands for the Rayleigh-Taylor instability) 

Re 

4000 

8000 

12000 

14017 

16000 

250 

250 

250 

250 

1000 

1000 

Pr 

1 

1 

1 

1 

1 

2 

2 

3 

3 

1 

100 

Type 

S 

S 

S 

S 

S 

TB 

TS 

TB 

TS 

RT 

TB 

Rar 

-32.4 

-16.1 

-4.4 

. 0.0 

3.4 

322 

238 

152 

236 

-32.0 

-27.6 

E, 

0.97 

0.99 

0.99 

1.0 

1.0 

0.12 

0.90 

0.11 

0.89 

0.0 

-0.02 

Eh 

0.03 

0.01 

0.01 

0.0 

0.0 

0.88 

0.10 

0.89 

0.11 

1.0 

1.02 

Eri 

-1.0 

-1.0 

-1.0 

-1.0 

-1.0 

-1.0 

-1.0 

-1.0 

-1.0 

-1.0 

-1.0 

of thermal variance. In this problem, the vertical component 
of the disturbance heat flux appears in both the kinetic energy 
balance and in the balance of thermal variance. Therefore, in 
this case, an exchange of energy occurs directly at the same 
wavelength along the direction of the body force. However, 
there is also an indirect exchange of energies between the radial 
disturbance heat flux, which appears in the gradient production 
term of the thermal variance, and the axial disturbance heat 
flux, which appears in the buoyant production term. This is 
because the axial and radial disturbance velocities are coupled 
through pressure scrambling (Rogers and Yao, 1993a). In non-
isothermal flows that do not have an axial temperature gra­
dient, the direct transfer term will not appear in the balance 
of thermal variance. However, the indirect transfer mechanism 
will always be present. 

The integrals in Eqs. (1) and (2) may be evaluated using the 
eigenvectors from the linear-instability analysis. The results of 
the analysis of Eq. (1) for each of the instabilities at repre­
sentative points on the neutral curve are given in Table 1. The 
results for the shear and thermal-shear instabilities demonstrate 
that they are driven primarily by shear production, and the 
thermal-buoyant and Rayleigh-Taylor modes are driven pri­
marily by buoyant production. These results clearly illustrate 
the fundamental difference between the instabilities. 

An important difference between the shape of the disturb­
ance temperature distributions in the thermal-shear and ther­
mal buoyant instabilities is the fact that the temperature 
disturbance is more concentrated in the case of the thermal-
buoyant mode. This explains why the thermal-buoyant mode 
becomes dominant as Pr increases. The thermal-shear insta­
bility is caused by an unstable velocity distribution. Since the 
velocity profile depends only on Ra, the critical Ra for this 
instability will not be strongly dependent on Pr. On the other 
hand, the thermal-buoyant instability is driven by a local dis­
turbance in the buoyant force caused by a temperature (density) 
wave. The temperature disturbance is primarily dissipated by 
conduction, except for a small fraction, which may be con­
verted from thermal to kinetic energy through the buoyant 
force. Therefore, low Pr fluids, which are good conductors of 
heat, will smooth out the thermal-buoyant temperature dis­
turbance before the disruption of the buoyant force is large 
enough to cause instability. On the other hand, as Pr increases, 
the penetration depth of the temperature disturbance also de­
creases, the disruption of the buoyant force becomes more 
concentrated, and instability is initiated. When Pr becomes 
large enough, the threshold of instability for this mode becomes 
smaller than that of the thermal-shear mode. This also explains 
why the critical Ra continues to decrease with increasing Pr 
for the thermal-buoyant mode, since the temperature disturb-
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ances will become more and more concentrated as the rate of 
heat conduction decreases. 
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Multidimensional Modeling of 
Radiative Heat Transfer in Scattering 
Media 
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Introduction 
There exist various numerical techniques for computing ra­

diative transfer in combustion systems. Among others are in­
cluded the Hottel zone, Monte Carlo, and flux (or differential 
approximation) methods. Lockwood and Shah (1981) devel­
oped another method, called the discrete transfer method, as 
an alternative to the well-established techniques. This method 
not only keeps features of the previous zone, Monte Carlo, 
and flux methods, but also offers other peculiar advantages 
such as economy of computation, ease of application to com­
plex geometries, and simplicity of concepts. It is due to these 
advantages and the easy treatment by numerical techniques 
used to solve the conservation equations for turbulent flows 
that this discrete transfer method has been employed, together 
with solutions of the flow equations, to address such a variety 
of problems as computing the performance of an industrial 
glass furnace (Carvalho et al., 1987, 1988), calculating the 
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working conditions of a gas turbine combustor (Carvalho and 
Coelho, 1989), and predicting the performance of a pulverized 
fuel fired furnace (Fiveland and Wessel, 1986). The above 
applications, among others, to full-scale industrial furnaces 
were very successful. However, the results for a one-dimen­
sional scattering medium did not show the same level of agree­
ment with the benchmark results as did the nonscattering 
medium predictions (Shah, 1979). Although it is claimed that 
the method is capable of accounting for scattering in the me­
dium with accuracy, no results have been reported or compared 
against other benchmark results in multidimensional enclo­
sures (Viskanta and Menguc, 1987). 

In the present paper, the discrete transfer model is applied 
to solve the radiative heat transfer problem in two- and three-
dimensional rectangular enclosures containing absorbing-emit­
ting and scattering medium. Results obtained with this tech­
nique are compared with other well-established methods, 
namely the Hottel zone method, the S„ discrete ordinates 
method, and the P-Ndifferential approximation method. Ge­
ometries and surface and gas properties were used in a wide 
variety of situations to understand the performances of the 
method better. Required computer times and number of it­
erations are also reported as a function of number of rays, 
size of the grid, wall emissivity, and gas scattering coefficient. 

Description of the Model 

General Features. The fundamental equation for the trans­
fer of thermal radiation may be expressed as: 

^=-(ka + ks)I+ka^ + ~ \ P{Q,Q')HQ')dQ' 
OS 7T 4-7T J 4 7 r 

(1) 

where lis the radiant intensity in the direction of fi, s is distance 
in the fi direction, Eg is the black body emission power of the 
gas at temperature Tg, ka and k^ are the gas absorption and 
scattering coefficients, and P (Q,_Q') is the probability that 
incident radiation in the direction fl^_will be scattered into the 
increment of solid angle dQ about fi. If, for conciseness, we 
define an extinction coefficient kc = ka + ks, an elemental op­
tical depth ds* = k,ds, and a modified emissive power 

E* = l/kJkaEg+(ks/4)\ P(Q,Q')I(Q')dQ'\, (2) 

the radiation transfer Eq. (1) may be re-expressed as: 

dl 

ds* 
-I+- (3) 

For a ray traveling through the domain in study, this equa­
tion describes the change of the ray's intensity when passing 
through an absorbing-emitting and scattering medium. 

The discrete transfer method is based on solving Eq. (3) for 
representative rays that will travel through the considered do­
main. The directions of the rays are specified in advance (the 
values of the polar and azimuthal angles, 6 and 0, are estab­
lished) and they are traced along paths between the two bound­
ary walls. The enclosure is subdivided into control volumes or 
cells. The intensities along each of the chosen directions are 
solved for, and the values of the intensities entering and leaving 
each cell are calculated. 

Consideration of In-Scattering. The in-scattering term, like 
the emissive power (see Lockwood and Shah, 1981), is pre­
sumed constant over each small control volume. The in-scat­
tering energy contributed by each ray that crosses the control 
volume, through which the ray being traced is "traveling," is 
discretized as (see Lockwood and Shah, 1981): 
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diative transfer in combustion systems. Among others are in­
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approximation) methods. Lockwood and Shah (1981) devel­
oped another method, called the discrete transfer method, as 
an alternative to the well-established techniques. This method 
not only keeps features of the previous zone, Monte Carlo, 
and flux methods, but also offers other peculiar advantages 
such as economy of computation, ease of application to com­
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working conditions of a gas turbine combustor (Carvalho and 
Coelho, 1989), and predicting the performance of a pulverized 
fuel fired furnace (Fiveland and Wessel, 1986). The above 
applications, among others, to full-scale industrial furnaces 
were very successful. However, the results for a one-dimen­
sional scattering medium did not show the same level of agree­
ment with the benchmark results as did the nonscattering 
medium predictions (Shah, 1979). Although it is claimed that 
the method is capable of accounting for scattering in the me­
dium with accuracy, no results have been reported or compared 
against other benchmark results in multidimensional enclo­
sures (Viskanta and Menguc, 1987). 

In the present paper, the discrete transfer model is applied 
to solve the radiative heat transfer problem in two- and three-
dimensional rectangular enclosures containing absorbing-emit­
ting and scattering medium. Results obtained with this tech­
nique are compared with other well-established methods, 
namely the Hottel zone method, the S„ discrete ordinates 
method, and the P-Ndifferential approximation method. Ge­
ometries and surface and gas properties were used in a wide 
variety of situations to understand the performances of the 
method better. Required computer times and number of it­
erations are also reported as a function of number of rays, 
size of the grid, wall emissivity, and gas scattering coefficient. 

Description of the Model 

General Features. The fundamental equation for the trans­
fer of thermal radiation may be expressed as: 

^=-(ka + ks)I+ka^ + ~ \ P{Q,Q')HQ')dQ' 
OS 7T 4-7T J 4 7 r 

(1) 

where lis the radiant intensity in the direction of fi, s is distance 
in the fi direction, Eg is the black body emission power of the 
gas at temperature Tg, ka and k^ are the gas absorption and 
scattering coefficients, and P (Q,_Q') is the probability that 
incident radiation in the direction fl^_will be scattered into the 
increment of solid angle dQ about fi. If, for conciseness, we 
define an extinction coefficient kc = ka + ks, an elemental op­
tical depth ds* = k,ds, and a modified emissive power 

E* = l/kJkaEg+(ks/4)\ P(Q,Q')I(Q')dQ'\, (2) 

the radiation transfer Eq. (1) may be re-expressed as: 

dl 

ds* 
-I+- (3) 

For a ray traveling through the domain in study, this equa­
tion describes the change of the ray's intensity when passing 
through an absorbing-emitting and scattering medium. 

The discrete transfer method is based on solving Eq. (3) for 
representative rays that will travel through the considered do­
main. The directions of the rays are specified in advance (the 
values of the polar and azimuthal angles, 6 and 0, are estab­
lished) and they are traced along paths between the two bound­
ary walls. The enclosure is subdivided into control volumes or 
cells. The intensities along each of the chosen directions are 
solved for, and the values of the intensities entering and leaving 
each cell are calculated. 

Consideration of In-Scattering. The in-scattering term, like 
the emissive power (see Lockwood and Shah, 1981), is pre­
sumed constant over each small control volume. The in-scat­
tering energy contributed by each ray that crosses the control 
volume, through which the ray being traced is "traveling," is 
discretized as (see Lockwood and Shah, 1981): 
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where 1(0,'PQn )avg is a value averaged over the control vol­
ume; the arithmetic mean of its values at k and k + 1 (entering 
and leaving the control volume in the fl' direction) would be 
convenient. The in-scattering term will then be given by the 
summation of the contributions of all the rays that crossed the 
control volume. This means that the memorized averaged ener­
gies of all rays that crossed each cell in the previous iteration 
will now be used to evaluate the in-scattering term. It is then 
to be expected that the CPU time necessary for each iteration 
will increase and the number of iterations may also increase 
(convergence of the in-scattering terms will additionally be 
required). 

Results 
In this section we consider various illustrative examples for 

two- and three-dimensional rectangular enclosures. 

Two-Dimensional Rectangular Enclosures. For this type 
of geometry, two cases are examined: (0 scattering in a black 
enclosure, (ii) scattering in a gray enclosure. These examples 
were chosen to benchmark the discrete transfer method against 
the S„ discrete-ordinate method, the P-N differential approx­
imation, and the Hottel zone method. The results obtained 
with the discrete transfer method were compared with the S2, 
S4, and S6 approximation results obtained by Fiveland (1984), 
with the results obtained by Ratzel and Howell (1983) using a 
P3 approximation and with the results obtained by Larsen 
(1981) using the Hottel zone method. 

Results are presented using nondimensional values; radiant 
intensities are normalized using a characteristic emissive power, 
while coordinate directions are normalized with a characteristic 
length. 

(/) Pure Scattering in Black Enclosures. The studies fo­
cused on radiative transfer with isotropic scattering in a square 
enclosure with black walls and a scattering cross section of 
unity. The emissive power of surface 1 is unity, while the 
emissive powers of surfaces 2, 3, and 4 are zero. This geometry 
was analyzed by Larsen (1981), Ratzel and Howell (1983), and 
Fiveland (1984). 

For these cases, the discrete transfer method using typical 
values of size mesh and number of rays for two-dimensional 
problems without scattering led to unsatisfactory results. As 
suggested by Viskanta and Menguc (1987), this behavior of 
the discrete transfer method may result from the so-called "ray 
effect" (Lathrop, 1968, 1971). In scattering media each ray is 
not only responsible for carrying information from one wall 
to another, but also for contribution to the in-scattering term 
in Eq. (3). With this in mind it is understandable that in scat­
tering media the ray effect tends to be more notorious. To 
overcome this problem, an increase in the size of the mesh and 
especially in the number of rays used was necessary to obtain 
the results presented in Fig. 1. The number of rays and the 
size of the mesh are intimately linked and optimization has to 
be achieved in order to get an acceptable number of rays 
crossing each cell. The number of rays crossing each cell should 
be maximized without loosing accuracy due to lowering the 
number of grid cells. Independent studies of the grid and num­
ber of rays should be performed in conjunction. 

Figure 1 shows the comparison of centerline distributions 
of radiant intensities for different rectangular enclosures. Dis­
crete transfer predictions, using a 10 x 10 mesh and 64 rays 
per node, are compared with the P3 solution method results 
and the S4 discrete ordinates solutions. The results presented 
by Modest (1975) using the zone method are also shown. For 
high aspect ratios (hot wall much larger than side walls) an 
increase in the number of <£'s was used leaving the number of 
d's similar to the values used in typical two-dimensional non-
scattering problems so that rays (coming from the hot wall) 
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Fig. 1 Centerline incident radiant energy for different aspect ratios in 
an square enclosure with a scattering medium; surface 1; e = 1, E„=1; 
surfaces 2-4: c = 1, Ew = 0; ks = 1; k, = 0 

could reach the side zones of the domain. For a = 0.1 the 
opposite was done. 

The discrete transfer method presents very good results both 
for high and intermediate aspect ratios. For very low aspects 
ratios (a = 0.1: emitting wall is ten times smaller than side 
walls), as we move away from the hot wall, fewer rays (carrying 
information about the emitting wall) will reach the cells. For 
this reason, the incident radiation energy values are under-
predicted by the discrete transfer method when compared with 
the other ones. 

(ii) Pure Scattering in a Gray Enclosure. Predictions of 
mean radiant intensity were obtained using the discrete transfer 
method for a radiative gray square enclosure with isotropic 
scattering. A scattering cross section of unity was assumed. 
The predictions were compared with the discrete-ordinate Sn 
solutions (Fiveland, 1984), Hottel's zone method (Larsen, 
1981), and theP3 differential results (Ratzel and Howell, 1983). 

As in the previous case, a 10 x 10 mesh and a large number 
of rays had to be used (64 rays power wall node). From Fig. 
2(a) it can be noticed that the results obtained with the discrete 
transfer method are satisfactory, being very similar to the ones 
obtained by the S6 discrete ordinates predictions. 

In Fig. 2(b) heat transfer rates to the hot surface are shown 
for different wall emissivities. The discrete transfer predictions 
clearly follow the S4 and S6 solutions (which, according to 
Fiveland, 1984, are the solutions that adequately predict the 
surface heat transfer rates) for both gray and black enclosures. 

Three-Dimensional Rectangular Enclosures. The three-di­
mensional absorbing-emitting and isotropic scattering case 
studied is based on the idealized furnace presented by Menguc 
and Viskanta (1985). 

The results obtained with the discrete transfer method, using 
a 10x5x5 mesh and 64 rays per wall node, were compared 
with the S2, S4, S6, and S$ discrete ordinates predictions (Ja-
maluddin and Smith, 1988) and the zone model results (True-
love, 1987). Increasing the number of rays or the size of the 
mesh did not change the results more than 1 percent. 

Figure 3 shows the heat fluxes to the firing end and exit end 
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walls of the furnace. The results clearly show the good per­
formance of the discrete transfer method for the calculation 
of heat transfer in a three-dimensional enclosure containing 
as absorbing emitting and isotropic scattering medium. 

The results obtained with the S4, S6, and S8 discrete-ordinate 
method are very similar to the discrete transfer predictions, 
and due to the increase in computational effort, as reported 
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Fig. 3 Predicted radiative heat fluxes at the firing end and exit end 
walls of the rectangular enclosure idealized by Mengug and Viskanta 
(1985) 

by Jamaluddin and Smith (1988), no advantages are obtained 
by using S6 or S8 when compared with the S4 method. 

Required Computer Times 
To evaluate the required computer times and number of 

iterations for different situations, the test case considered was 
the same as previously presented for two-dimensional enclo­
sures containing an isotropic scattering medium. 

In Fig. 4(a) the CPU time required in a VAX 6000 machine 
to obtain a preset error (heat balance error at the wall surface 
not exceed 0.1 percent) are shown for different computational 
grids (64 rays per wall node were used) and different number 
of rays (a 10 x 10 grid was used). Whenever better accuracy is 
desired, it is preferable to increase the number of rays used, 
rather than the size of the grid. This is due to the fact that an 
increase in the size of grid implies an increase in the number 
of walls cells and therefore also in the number of rays emitted. 

In Fig. 4(b), the iterations needed to obtain the same present 
error mentioned above are shown for different wall emissivities 
(pure isotropic scattering was considered: ks=l.O m_ l) and 
different scattering coefficients (black walls were assumed). A 
10x10 uniform grid and 64 rays per wall node were considered. 
As expected, the number of iterations required to obtain the 
solution increases with the value of the scattering coefficient. 
Wall emissivities also influence the number of iteractions re­
quired for convergence. For high values of the wall emissivity, 
the number of iteractions required is low; nevertheless, as the 
emissivity approaches zero the number of iteractions increases 
considerably. 

For comparisons with other radiative methods, namely the 
discrete ordinates method, Fiveland (1984) presents, for the 
same test case, the CPU times required to obtain the S2, S4, 
and S6 solutions for different wall emissivities. The CPU times 
for the discrete transfer and S4 methods are of the same order 
of magnitude. 

Conclusions 
The discrete transfer solutions were compared to other so­

lution methods for two- and three-dimensional rectangular 
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Fig. 4 Computational load: (a) CPU time required to achieve conver­
gence for different computational grids and number of rays; (b) iterations 
required to achieve convergence for different wall emissivities and scat­
tering coefficients 

enclosures containing an absorbing-emitting and isotropic scat­
tering medium. 

The discrete transfer method has shown very good results 
when scattering was considered. However, the number of rep­
resentative directions used had to be increased, when compared 
to normal situations where scattering is not considered. Only 
for very small aspect ratio (where the emitting wall is much 
smaller than the side walls) did the discrete transfer method 
present significant deviations. This behavior of the discrete 
transfer method results from the "ray effect." It was found 
that, for the studied cases, the best remedy to reduce the ray 
effect is to increase the number of rays that cross each cell. 
In order to avoid a prohibitive CPU time, an optimization of 
the number of the grid cells and rays should be sought. 
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Introduction 

Among the buoyant diffusion flames arising from circular 
burning pools, the ones deflected by wind are of considerable 
practical interest. A simple approach widely used to evaluate 
the thermal radiation field is the solid flame model, which 
assumes that the flame radiates uniformly from its visible en­
velope. Hence, computation of view factors related to inclined 
cylinder or disk geometries is implied. 

In this paper, closed-form expressions of view factors, eval­
uated using an integration technique, are presented for ex­
changes between plane differential element and tilted cylindrical 
source, the element being positioned downwind, upwind, or 

crosswind and its normal being parallel or perpendicular to 
the base of the cylinder. 

1 Calculation Procedure. The derivation of view factors 
between a differential element and a finite area requires in­
tegration of the classical expression: 

dSx-S2 •IT J JD 

cos/^cosfo 
dS, 

where r is the distance between differential element dS{ and 
the finite area 52 and (3i and (3, are the angles formed by normals 
to these surfaces with the line connecting them. 

The integration over those parts of S2 that are visible to dS2 

is more often complex, and mathematical techniques of eval­
uation are useful when straightforward analytical integration 
methods appear to be a tedious algebraic exercise. Different 
valuable techniques are described in most heat transfer text­
books. One practical tool is the application of Stokes' theorem 
for reduction of multiple integration over a surface to a single 
integration around the boundary of the area. The so-called 
contour integration approach, detailed by De Bastos (1961) 
and Sparrow (1963), is employed here. Note that this already 
old technique is used to obtain the view factors under consid­
eration in a closed-form expression, but that the integration 
can be also done using different existing softwares. 

2 View-Factors Under Consideration. The geometry of 
the tilted cylinder with the definition of the receiving elements 
is shown in Fig. 1. Insofar as most of the expressions obtained 
are very long, they are reduced by setting a long repeated term 
equal to defined constants repacked in the Nomenclature. 

s Case 1. Plane vertical element arbitrarily placed with 
respect to the base of a cylinder tilted toward or upward of 
the element. 

The view-factor is given by: 

case A 
Fig. 1 Coordinate system for an inclined cylinder geometry 
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Note that in this expression 6 > 0 corresponds to a downwind 
observer's location and 0<O to an upwind observer's location. 
When the observer is above the base level, a > 0 and the down­
wind location implies Lsin0< (X-R)cosd as a limit of ap­
plicability; when the observer is under the base level, a < 0 and 
the upwind location implies the same limit. 

To give some sources of comparison it is also noteworthy 
that: 

• if a = 0 and 8^0 (normal to element passes through 
center of the base of the cylinder) the expression reduces and 
agrees with the expression given by Rein et al. (1970) (down­
wind observer location) and Mudan (1987) (downwind and 
upwind locations). 

• if a = 0 and 8 = 0 (normal to element passes through 
center of the base of a right cylinder and is perpendicular to 
cylinder axis) the expression reduces and agrees with the expres­
sion reported in all catalogs of references for view-factors (e.g., 
Siegel and Howell, 1981). 

• Case 2. Plane vertical element arbitrarily placed with 
respect to the base of a cylinder tilted parallely to element; 
normal to element is in a plane that intersects the plane of tilt 
through the center of the base. 

The view factor is given by: 
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with the previously used sign convection for angle a. 
Setting a = 0 and 8 7± 0 (normal to the element passes 

through the center of the base) gives an expression consistent 
with the one proposed by Mudan (1987) and, as above, the 
particular cases corresponding to a right cylinder, 8 = 0, a 7^ 
0, and 8 = 0, a = 0, are easily deduced. 

• Case 3. Plane horizontal element arbitrarily placed with 
respect to the base of a cylinder tilted toward or upward of 
the element. 

Two configurations must be distinguished depending on how 
the observer views the cylinder: bottom view or upper view. 

Consider the observer as a function of its location with 
respect to the base of the cylinder. 

• If a > 0 and L > H cos 8, the upper view factor is of 
course zero, while the bottom view factor is given by: 

„ C-2(b+\), _, 
- TTFH=— ,„ tan 
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sinfl _, ab-(L + Q)\ _, 
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A positive angle of tilt corresponds to the "downwind" 
observer location, implying the limit of validity Lsinfl 
<(X-R)cosd; a negative angle of tilt corresponds to the "up­
wind" observer location, without upper limit for L. 

The particular case 8 = 0 corresponds to L > H and is 
easily deduced: 

,_ 2(b+\)-C _, 
•KFH= \ n tan ' 

(CDY w 

(J-i) 
(J+2b+l)W2(J-2b+l)l/2 tan" W 

(J+2b+l)' 

(J+2b-\f 
(4) 

• If a > 0 and 0 < L < Hcosd, the bottom view factor is 
given by the general expression (3) where it is necessary only 
to replace a = H/R by a = L/R cosfl. There is no readily 
available expression for the upper view factor. However, 
expression (3) multiplied by - 1 may be used, modifying the 
coordinate system or utilizing a shortcut method of configu­
ration-factor algebra. In these two cases a positive angle of 
tilt always corresponds to the "downwind" observer location 
and a negative to the "upwind" observer location. If the angle 
of tilt is zero, the bottom and upper view factors are given by 
expression (4) in which a is respectively equal to L/R and 
(H-L)/R. 

• At last, if a < 0, namely L < 0, the bottom view factor 
is of course zero, while the upper view factor is given by the 
general expression (3) multiplied by - 1. As in the preceding, 
the angle of tilt is positive for "downwind" observer location 
and negative for "upwind" observer location with the limit 
of validity \L\sin8 < (X-R)cosd. 

If the angle of tilt is zero, the upper view factor is given by 
expression (4) multiplied by - 1. Moreover, for proof of cor­
rectness of the more general expression presented, it should 
be observed that the expression proposed by Mudan (1987) for 
horizontal upper view factors, the receiving element being in 
the same plane as the base of an inclined cylinder or of a right 
cylinder, is easily inferred from expression (3), making re­
spectively L = 0 (namely a = 0) or L = 0 and 8 = 0. 

9 Case 4. Plane horizontal element arbitrarily placed with 
respect to the base of a cylinder tilted in plane parallel to normal 
to element; normal to element is in a plane that intersects the 
plane of tilt through the center of the base. 

Consider again the observer as a function of its location 
with respect to the base of the cylinder. 

• If a > 0 and L > H cosd, the upper view factor is zero 
and the bottom view factor is given by: 
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In the particular case where 0 = OandL > H, this expression 
reduces to expression (4) given above. 

• If a > 0 and 0 < L < Hcosd, the bottom view-factor is 
given by the general expression (5) with a = L/RcosO while the 
upper view-factor, not readily available, may be obtained by 
modifying the coordinate system or by utilizing a shortcut 
method of configuration factor algebra. If the angle of tilt is 
zero, the corresponding simplified bottom and upper view-
factors are easily deduced, making respectively a = L/R and 
a = H-L/R. 

• At last, if a < 0, the bottom view-factor is of course zero 
and the upper view factor is given by the general expression 
(5) multiplied by - 1. By comparison, it should be observed, 
that a = 0 in this general expression multiplied by - 1 gives 
the horizontal upper view-factor for a receiving observer lo­
cated in the same plane as the base of an inclined cylinder, an 
expression in agreement with the one proposed by Mudan 
(1987), and moreover 0 = 0 gives the horizontal upper view-
factor for an observer located in the same plane as the base 
of a right cylinder. 

Conclusion 
Closed-form expressions of geometric view factors between 

a vertical or horizontal receiving element and an inclined cyl­
inder are determined. They are obtained by means of the very 
convenient contour integration method. The complexity of the 
resulting expression illustrates well the difficulty encountered 
in accounting the geometric relations involved in how the im­
plicated surfaces view each other. Some simplified cases (right 
configurations) for which similar expressions are published in 
the literature are accounted for to prove the correctness of the 
more general expressions presented. Moreover, it is advisable 
to point out that for all intermediate tilting of the receiving 
element between horizontal and vertical positions, and pro­
viding that the plane of the tilted element does not intersect 
the finite surface, the view-factor can be obtained by: 

m „ n „ 
F,=—FV + —FH 

2ir 2 T 

with an appropriate choice of the direction cosines m and n. 
All these view-factors are very useful, particularly in the 

computation of radiative heat transfer from fires developed 
in the open. 
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Uniform Isotropic Emission From an 
Involute Reflector 

S. Maruyama1 

1 Introduction 
Recently, radiation heat transfer control has received in­

creasing attention as a factor in industrial processes. It is critical 
for precision temperature control during thermal annealing of 
silicon wafers for LSI with halogen flash lamps and materials 
processing in image furnaces (Aihara et al., 1989). For these 
purposes, a parabolic or ellipsoidal mirror is utilized for ir­
radiating the energy from a xenon or halogen lamp. Those 
mirrors are effective for a small radiation source. However, 
when one of these reflectors is actually applied with an emitter 
of finite size, some rays are reflected back to the emitter, and 
the distribution of the emissive power at the aperture is not 
uniform. 

Directional emittance from various surfaces depends not 
only on the surface material, but also on the shape of the 
surface. Perlmutter and Howell (1963) and Masucla (1980) 
showed that a specular V-groove with a flat black base becomes 
a highly directional emitter. The above-mentioned research 
works were concerned with collimation of isotropic thermal 
radiation emitted from an isotropic flat surface. 

In the present work, the objective is to obtain the opposite 
radiation characteristics from a reflector. Namely, an involute 
reflector with a cylindrical emitter of finite radius is considered 
in order to provide a uniform and isotropic emission of ra­
diation from the aperture of the involute reflector. Two-di­
mensional numerical analysis, taking into account the 
directional reflectivity of a mirror surface, is carried out for 
analyzing the radiation characteristics of the involute and cir­
cular arc reflectors. The directional emission characteristics of 
the involute reflector are demonstrated in comparison with 
those of the circular arc reflector. 

2 Involute Reflector 
The surface of an emitter such as a cylindrical radiator or 

a fluorescent lamp emits thermal radiation or light in all di­
rections of a hemispherical solid angle. Reflectors that use a 
specular mirror of a circular arc or parabola reflect some of 
the radiation back to the emitter surface. Accordingly, the 
emission efficiency of the reflector decreases, and the distri­
bution of the emissive power is not uniform at the aperture. 

A reflector whose specular surface is composed of a involute 
of a cylinder is shown in Fig. 1. A circular arc reflector used 
for the calculation example is also shown in the figure. The 
coordinates of the involute are expressed by the following 
equation: 

— 7r<©<7T (1) 
x = r(0cos</> - sine/)) 

y = - /•(0sin</> + cos0 +1) 

Considering a point P on the cylindrical emitter and the 
intersection C of the tangent at P and the involute, the line 
PC is the normal of the involute at C. Considering one pencil 
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modifying the coordinate system or by utilizing a shortcut 
method of configuration factor algebra. If the angle of tilt is 
zero, the corresponding simplified bottom and upper view-
factors are easily deduced, making respectively a = L/R and 
a = H-L/R. 

• At last, if a < 0, the bottom view-factor is of course zero 
and the upper view factor is given by the general expression 
(5) multiplied by - 1. By comparison, it should be observed, 
that a = 0 in this general expression multiplied by - 1 gives 
the horizontal upper view-factor for a receiving observer lo­
cated in the same plane as the base of an inclined cylinder, an 
expression in agreement with the one proposed by Mudan 
(1987), and moreover 0 = 0 gives the horizontal upper view-
factor for an observer located in the same plane as the base 
of a right cylinder. 

Conclusion 
Closed-form expressions of geometric view factors between 

a vertical or horizontal receiving element and an inclined cyl­
inder are determined. They are obtained by means of the very 
convenient contour integration method. The complexity of the 
resulting expression illustrates well the difficulty encountered 
in accounting the geometric relations involved in how the im­
plicated surfaces view each other. Some simplified cases (right 
configurations) for which similar expressions are published in 
the literature are accounted for to prove the correctness of the 
more general expressions presented. Moreover, it is advisable 
to point out that for all intermediate tilting of the receiving 
element between horizontal and vertical positions, and pro­
viding that the plane of the tilted element does not intersect 
the finite surface, the view-factor can be obtained by: 

m „ n „ 
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with an appropriate choice of the direction cosines m and n. 
All these view-factors are very useful, particularly in the 

computation of radiative heat transfer from fires developed 
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1 Introduction 
Recently, radiation heat transfer control has received in­

creasing attention as a factor in industrial processes. It is critical 
for precision temperature control during thermal annealing of 
silicon wafers for LSI with halogen flash lamps and materials 
processing in image furnaces (Aihara et al., 1989). For these 
purposes, a parabolic or ellipsoidal mirror is utilized for ir­
radiating the energy from a xenon or halogen lamp. Those 
mirrors are effective for a small radiation source. However, 
when one of these reflectors is actually applied with an emitter 
of finite size, some rays are reflected back to the emitter, and 
the distribution of the emissive power at the aperture is not 
uniform. 

Directional emittance from various surfaces depends not 
only on the surface material, but also on the shape of the 
surface. Perlmutter and Howell (1963) and Masucla (1980) 
showed that a specular V-groove with a flat black base becomes 
a highly directional emitter. The above-mentioned research 
works were concerned with collimation of isotropic thermal 
radiation emitted from an isotropic flat surface. 

In the present work, the objective is to obtain the opposite 
radiation characteristics from a reflector. Namely, an involute 
reflector with a cylindrical emitter of finite radius is considered 
in order to provide a uniform and isotropic emission of ra­
diation from the aperture of the involute reflector. Two-di­
mensional numerical analysis, taking into account the 
directional reflectivity of a mirror surface, is carried out for 
analyzing the radiation characteristics of the involute and cir­
cular arc reflectors. The directional emission characteristics of 
the involute reflector are demonstrated in comparison with 
those of the circular arc reflector. 

2 Involute Reflector 
The surface of an emitter such as a cylindrical radiator or 

a fluorescent lamp emits thermal radiation or light in all di­
rections of a hemispherical solid angle. Reflectors that use a 
specular mirror of a circular arc or parabola reflect some of 
the radiation back to the emitter surface. Accordingly, the 
emission efficiency of the reflector decreases, and the distri­
bution of the emissive power is not uniform at the aperture. 

A reflector whose specular surface is composed of a involute 
of a cylinder is shown in Fig. 1. A circular arc reflector used 
for the calculation example is also shown in the figure. The 
coordinates of the involute are expressed by the following 
equation: 

— 7r<©<7T (1) 
x = r(0cos</> - sine/)) 

y = - /•(0sin</> + cos0 +1) 

Considering a point P on the cylindrical emitter and the 
intersection C of the tangent at P and the involute, the line 
PC is the normal of the involute at C. Considering one pencil 
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Circular Arc (CR) Involute (IR) 
Fig. 1 Cross section of an involute reflector (IR) and a circular arc 
reflector (CR) 

of radiation rays emitted from P to D, the reflected ray DF 
is not absorbed by the emitting cylinder because DE is the 
normal of the involute at D. The above argument is valid for 
all rays emitted in a hemispherical direction from the cylindrical 
emitter. That is, every ray emitted from the cylinder is emitted 
from the aperture AB without being absorbed by the cylinder. 

The above discussion has not yet proved that uniform and 
isotropic emission is obtained at the aperture of the involute 
reflector. In the following section, a ray tracing scheme for 
analyzing the directional emission characteristics of various 
reflectors taking into account the directional reflectivity of the 
mirror surface is presented. 

3 Numerical Analysis 
Extensive research work has been done on radiative exchange 

between solid surfaces. Among these proposed methods, a few 
numerical methods, such as the authors' (Maruyama and Ai-
hara, 1987) and the Monte Carlo method (for example, Siegel 
and Howell, 1981) can be applied to arbitrary configurations. 

Recent progress in computer graphics has brought rapid 
improvement in the ray tracing method for visualizing cal­
culated data. In the ray tracing method, each ray carries in­
formation about the intensity, which changes in accordance 
with the characteristics of the hit points. On the other hand, 
the Monte Carlo method assumes that a number of rays are 
emitted in the same direction because each bundle of rays has 
a discrete intensity of one or zero, and absorption or reflection 
is decided statistically. Hayasaka et al. (1986) demonstrated 
that use of the ray tracing method can result in a substantial 
saving in calculation time compared with the Monte Carlo 
method. 

In the present numerical analysis, the ray tracing method is 
adopted for analyzing directional emission characteristics of 
various reflectors. The details of the numerical method were 
discussed in the author's previous study (Maruyama, 1991). 

No real surface is perfectly diffuse or specular. For sim­
plicity, light of wavelength X whose incident angle is 6' is 
assumed to be subjected to specular reflection according to 
Fresnel's law. The directional spectral reflectivity p(6', X) of 
the material is obtained from the complex refractive index n 
= n — ik, and n and k are expressed by functions of the 
wavelength X (for example, Siegel and Howell, 1981). 

Two kinds of specular surfaces are considered for numerical 
calculation. One is an aluminum surface (Al), for visible light 
of wavelength X = 0.5 /xm. The other is a nickel surface (Ni) 
for radiation from a gray emitter at temperature T = 1000 K. 
The values of the complex refractive indices of Al were quoted 
from values recommended by Smith et al. (1985), and the values 

of the Ni surface were quoted from the data by Lynch and 
Hunter (1985) for the range of 0.2 < X < 12 /on. The direc­
tional reflectivities of these surfaces are available elsewhere 
(Maruyama, 1991). 

4 Experimental Instrumentation 
Experiments were performed to verify the theoretically ob­

tained directional emission characteristics. Two kinds of re­
flector were made. One was an involute reflector and the other 
was a circular arc reflector as shown in Fig. 1. Each reflector 
was made of acrylic resin for a cylindrical emitter 23.8 mm in 
diameter. The aperture of the reflectors was 74.8 mm, and the 
length was 300 mm. Aluminum was plated on the surfaces of 
the mirrors by vacuum deposition. 

A fluorescent lamp was used for a cylindrical emitter. The 
reflectivity of the lamp surface for visible light was measured 
by a chromatic analyzer (Minolta CR300), and the reflectivity 
Po was 0.62 with an accuracy of 3 percent. 

The directional radiant intensity at the aperture of a reflector 
emitted by a fluorescent lamp was measured by a luminance 
meter (Minolta nt-l°P) with a closeup lens. The measuring 
circle was 3.5 mm in diameter. The accuracy of the luminance 
meter was 4 percent for uniform emission, and the accuracy 
became worse if there was abrupt change in local luminance 
in the measuring circle. 

The luminance meter was pointed at the center (z direction) 
of the reflector, in the direction normal to the aperture of the 
reflector. The error due to the finite aspect ratio of the reflector 
and emitter was negligible when the measurement was taken 
at the center of the reflector. Then the reflector was moved in 
the x direction by an automatic traverse stage whose position 
accuracy was 0.02 mm. During the experiment, the local lu­
minance at the emitter surface in the normal direction was 
11,000 cd/m2. 

5 Results and Discussion 
5.1 Reflectors With Perfect Reflection. Before proceed­

ing with the case of metallic surfaces whose directional re­
flectivities are taken into account, a perfect reflector surface 
of p(6) = 1 independent of incident angle and an emitter with 
unit absorptivity and emissivity (p0 = 0) is considered for the 
purpose of simplifying the problem. 

In order to estimate directional emission characteristics, the 
dimensionless directional radiant intensity (*(9) normalized to 
the intensity on the emitter surface, i0, is introduced. For the 
case of a blackbody emitter as shown in the present section, 
the value coincides with the local directional emissivity. For 
the case of visible light or in optics, the value of /(9) corre­
sponds to the distribution of local luminance at the aperture 
seen from angle 9. 

The distribution of local directional radiant intensity of IR 
is expressed by the three-dimensional plots of location x/irr 
and direction angle 9 in Fig. 2. The local directional radiant 
intensity for the negative 9 is expressed by the distribution for 
negative x/irr. The involute has a uniform isotropic radiant 
intensity at the aperture. 

For the case of a perfect mirror, the present involute reflector 
has uniform emissive power, and shows isotropic emission at 
the aperture. It should be noted that the characteristic is in­
dependent of the emissivity at the emitter surface because the 
ray emitted from the surface does not hit the surface again. 

5.2 Reflectors With Metallic Surfaces. The distributions 
of local hemispherical emissive power ea at the apertures of 
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IR and CR reflectors are plotted in Fig. 3. In the figure, ea 
was normalized to the emissive power e0 at the surface of the 
emitter. The reflector surface is aluminum for visible light (X 
= 0.5 /un), and the emitter reflectivity p0 = 0.8. 

A large variation in the emissive power is observed for CR; 
in particular, ea/e0 shows a maximum value of 1.3. However, 
the distribution for the IR is very uniform compared with those 
for CR. The emissive power of IR for the Al surface is lower 
than that for a perfect mirror, particularly in the region near 
the aperture edge. However, the values are much closer to the 
ideal one for a perfect mirror than the values found for CR 
as shown in Fig. 3. 

Calculation was conducted for the Ni surface for thermal 
radiation T = 1000 K. The Ni surface for thermal radiation 
shows a slightly smaller value of emissive power in the vicinity 
of the edge; however, this difference is very small. 

When silicon wafers are placed near the aperture of the 
involute reflector, a uniform heating condition can be obtained 
for the entire area of the aperture. However, the circular arc 
reflector has a significant variation in the distribution of emis­
sive power, and this variation may cause serious defect on the 
silicon wafers when the reflector is used for the annealing 
process. 

The distributions of directional radiant intensity for a cir­
cular arc reflector with an Al surface are plotted in Fig. 4. The 
emitter reflectivity po = 0.62 was chosen considering the meas­
ured value of the fluorescent lamp used in the experiment. 
There are peaks of /* near x = ±TT/72 and for small 9, and 
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the values are larger than 1. These peaks are due to the fact 
that some reflected rays strike the emitter surface, and the 
diffusely reflected rays increase the emissive power at the points, 
and the radiant intensity at the aperture is larger than that on 
the emitter surface. Consequently, the variation in the direc­
tional radiant intensity for p0 -~ 1 becomes larger than that 
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for the case of p0 = 0. The rays striking the emitter surface 
may cause the temperature increase, and may damage the heater 
surface. The heater is not damaged for the involute reflector 
because the emitted rays are not absorbed by the emitter. 

Figure 5 is the three-dimensional plot of dimensionless di­
rectional radiant intensity ;*(9) of the involute reflector with 
an Al surface for visible light. The decrease in /* near the edges 
is larger for small 9 rather than for large 9; however, the 
decrease in /* is remarkably small compared with the decreases 
seen in CR, as shown in Fig. 5. 

5.3 Comparison With Experimental Data. Figure 6 shows 
the comparison of theoretical and experimental results of di­
rectional radiant intensity /(9) normal to the aperture surfaces 
(9 = 0) normalized by the value of emitter surface i0. 

The experimental data for involute and circular arc reflectors 
show relatively good accordance. Especially the values in the 
vicinity of the aperture edges of IR agreed; nevertheless, the 
directional reflectivity of the aluminum was derived from the 
theoretical value for X = 0.5 ^m. 

In the experimental data, there are several parts that are 
smaller than the theoretical prediction. This is due to the fact 
that the directional radiant intensity on the surface of the 
fluorescent lamp is not ideally uniform, but is of a smaller 
value at large emission angle 9; hence, the effect results in a 
lower value of experimental data than the prediction. For prac­
tical application of the involute reflector, some deformation 
of the involute may be needed for improving the effect of 
unisotropic emission characteristics of the emitter surface. 
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Dielectrophoresis-Driven Nucleate 
Boiling in a Simulated Microgravity 
Environment 

D. M. Pachosa1 and J. N. Chung2 

Introduction 
One of the main problems associated with the microgravity 

boiling process is finding an effective method of removing the 
vapor bubbles from the heater surface in order to initiate and 
sustain nucleate boiling. When vapor is allowed to accumulate 
on the surface, film boiling results, and this is a much less 
efficient mode of heat transfer. On earth, the problem is simply 
solved by the action of a buoyancy force due to a pressure 
gradient and density difference between the vapor and liquid 
phases. Since gravity is nonexistent in space, however, other 
forces must be provided to remove the vapor from the heater 
surface. 

This paper examines the effect of a nonuniform electric field 
on the heat transfer characteristics of boiling induced from a 
small nichrome wire immersed in a dielectric fluid. This non­
uniform field, which creates a dielectric force on the generated 
vapor bubbles, was studied to determine its feasibility for use 
as the bubble removal mechanism in a microgravity environ­
ment. Bubble size, heating rates, and boiling classifications 
were also studied with the aid of high-speed photography using 
Freon-113 and FC-72 as the working fluids. 

Experiment 
Using the information provided from a feasibility study 

(Pachosa, 1990), the apparatus for the microgravity boiling 
simulator was designed and built as shown also by Pachosa 
(1990). Since the electric field required is relatively high, Freon-
113 and FC-72 were chosen as the working fluids because of 
their strong insulating capability and appropriate heat transfer 
properties. 

In the preliminary experiment, the DEP force showed great 
promise as a mechanism for bubble detachment and downward 
acceleration; however, a slight problem was encountered. After 
the bubble reached its equilibrium position, it would remain 
stationary. This would allow newly generated bubbles to com­
bine with the first bubble, creating a vapor film between the 
electrodes—definitely an unwanted occurrence for a nucleate 
boiling study. Therefore, it was necessary to find a way of 
removing the bubbles generated before a film could develop. 
The solution was found by allowing the plates to diverge not 
only in the vertical direction, but also in the lateral direction. 
This electrode arrangement creates a DEP force in both the 
vertical and lateral directions. Once a bubble enters the electric 
field, the DEP force acts to move the bubble downward and 
also horizontally. The path of the bubbles was now a parabolic 
trajectory due to the fact that the vertical DEP force weakens 
as the bubble travels laterally. 

Using this new electrode arrangement, the heater wire was 
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for the case of p0 = 0. The rays striking the emitter surface 
may cause the temperature increase, and may damage the heater 
surface. The heater is not damaged for the involute reflector 
because the emitted rays are not absorbed by the emitter. 

Figure 5 is the three-dimensional plot of dimensionless di­
rectional radiant intensity ;*(9) of the involute reflector with 
an Al surface for visible light. The decrease in /* near the edges 
is larger for small 9 rather than for large 9; however, the 
decrease in /* is remarkably small compared with the decreases 
seen in CR, as shown in Fig. 5. 

5.3 Comparison With Experimental Data. Figure 6 shows 
the comparison of theoretical and experimental results of di­
rectional radiant intensity /(9) normal to the aperture surfaces 
(9 = 0) normalized by the value of emitter surface i0. 

The experimental data for involute and circular arc reflectors 
show relatively good accordance. Especially the values in the 
vicinity of the aperture edges of IR agreed; nevertheless, the 
directional reflectivity of the aluminum was derived from the 
theoretical value for X = 0.5 ^m. 

In the experimental data, there are several parts that are 
smaller than the theoretical prediction. This is due to the fact 
that the directional radiant intensity on the surface of the 
fluorescent lamp is not ideally uniform, but is of a smaller 
value at large emission angle 9; hence, the effect results in a 
lower value of experimental data than the prediction. For prac­
tical application of the involute reflector, some deformation 
of the involute may be needed for improving the effect of 
unisotropic emission characteristics of the emitter surface. 
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Dielectrophoresis-Driven Nucleate 
Boiling in a Simulated Microgravity 
Environment 

D. M. Pachosa1 and J. N. Chung2 

Introduction 
One of the main problems associated with the microgravity 

boiling process is finding an effective method of removing the 
vapor bubbles from the heater surface in order to initiate and 
sustain nucleate boiling. When vapor is allowed to accumulate 
on the surface, film boiling results, and this is a much less 
efficient mode of heat transfer. On earth, the problem is simply 
solved by the action of a buoyancy force due to a pressure 
gradient and density difference between the vapor and liquid 
phases. Since gravity is nonexistent in space, however, other 
forces must be provided to remove the vapor from the heater 
surface. 

This paper examines the effect of a nonuniform electric field 
on the heat transfer characteristics of boiling induced from a 
small nichrome wire immersed in a dielectric fluid. This non­
uniform field, which creates a dielectric force on the generated 
vapor bubbles, was studied to determine its feasibility for use 
as the bubble removal mechanism in a microgravity environ­
ment. Bubble size, heating rates, and boiling classifications 
were also studied with the aid of high-speed photography using 
Freon-113 and FC-72 as the working fluids. 

Experiment 
Using the information provided from a feasibility study 

(Pachosa, 1990), the apparatus for the microgravity boiling 
simulator was designed and built as shown also by Pachosa 
(1990). Since the electric field required is relatively high, Freon-
113 and FC-72 were chosen as the working fluids because of 
their strong insulating capability and appropriate heat transfer 
properties. 

In the preliminary experiment, the DEP force showed great 
promise as a mechanism for bubble detachment and downward 
acceleration; however, a slight problem was encountered. After 
the bubble reached its equilibrium position, it would remain 
stationary. This would allow newly generated bubbles to com­
bine with the first bubble, creating a vapor film between the 
electrodes—definitely an unwanted occurrence for a nucleate 
boiling study. Therefore, it was necessary to find a way of 
removing the bubbles generated before a film could develop. 
The solution was found by allowing the plates to diverge not 
only in the vertical direction, but also in the lateral direction. 
This electrode arrangement creates a DEP force in both the 
vertical and lateral directions. Once a bubble enters the electric 
field, the DEP force acts to move the bubble downward and 
also horizontally. The path of the bubbles was now a parabolic 
trajectory due to the fact that the vertical DEP force weakens 
as the bubble travels laterally. 

Using this new electrode arrangement, the heater wire was 
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inserted between the electrodes and the electrode mounting 
rods clamped into position. Pictures were taken of the system 
in order to determine the system dimensions. Pachosa (1990) 
shows a top view of the electrods along with a second view at 
the location of the heater wire, including the important di­
mensions. These dimensions were later used to determine the 
magnitude of the DEP force at various locations along the 
bubbles trajectory. 

In order to develop relations among bubble size, electric 
field strength, power input, and bubble frequency, two ex­
periments were run. In the first experiment, the bubble volume 
was measured as a function of electric field strength. For Freon-
113 the voltage level was set at 10 kV and increased by 2 kV 
until 19 kV was reached. This range was chosen because at 
voltages lower than 10 kV, the DEP force was not strong 
enough to detach the vapor bubbles and accelerate them down­
ward. At voltages higher than 19 kV, the electrode spacing 
was not large enough to resist the voltage and electrode arcing 
would occur. With each voltage setting, five pictures were taken 
of the vapor bubbles from both the top and front views in 
order to obtain at least three sets of acceptable photographs 
for volume measurement. From these pictures, an optical 
measurescope was used to determine the exact bubble dimen­
sions. These measurements were then used along with an el­
lipsoid model to calculate bubble volumes accurately. The 
ellipsoid model was needed in order to account for distortion 
of the bubbles caused from the electric field, as mentioned 
previously by Cheng and Chaddock (1985). This exact process 
was repeated using FC-72 as the working fluid in the allowable 
voltage range of 15-21 kV. 

For the second experiment, the bubble detachment frequency 
was determined as a function of the power input to the heater 
wire. In order to be consistent, the bubble frequency meas­
urements were taken at the same voltage levels as applied during 
the first experiment. For each voltage level, the rheostat was 
set to a high resistance and the number of vapor bubble de­
tachments counted for a twenty second time interval. At the 
same time, a multimeter was used to record the voltages dropped 
across the alternator and resistor. To ensure accurate meas­
urements, the process was repeated three times and then the 
rheostat resistance decreased. Data were taken at three dif­
ferent rheostat settings for each voltage level in both Freon-
113 and FC-72. To determine the heat flux produced by the 
heater wire, the voltage measurements recorded earlier from 
the alternator and resistor were needed. These measurements 
were used along with elementary circuit analysis to determine 
the power dissipated through the heater wire. Once the power 
is known, the wire surface area can be used to calculate surface 
heat flux. The uncertainties associated with the experimental 
data were estimated and are given here. For voltage measure­
ment, they are less than ±3 percent, for bubble volume, they 
are between ±3 and ±21 percent, for bubble frequency, they 
are below ±11 percent, and for power, they are lower than 
±6 percent. 

Results and Discussion 
In order to represent the data in a cleaner fashion, the mag­

nitude of the DEP force exerted at the tip of the heater wire 
was used instead of electrode voltage as the independent vari­
able. This parameter not only encompassed the electrode volt­
age, but also took into consideration the properties of the fluid 
and geometric concerns. In order to be consistent across the 
range of bubble sizes, the DEP force per volume was calculated 
for each voltage level according to the following equation: 
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Fig. 2 Bubble detachment frequency versus heater wire power input 

where ei and e2 are the dielectric strength of the liquid and the 
vapor phase, respectively, v is the voltage of the electric field 
and a is the angle between the electrodes. The values for geo­
metric dimensions are taken from Pachosa (1990). In the above, 
r, the distance from fictitious intersection to tip of heater wire 
= 15.9 mm, and a = 13 deg. A graphic representation of the 
bubble volume versus DEP force per volume is given in Fig. 
1 for both Freon-113 and FC-72. 

From the second experiment, the bubble frequencies from 
the three readings were averaged and converted into bubbles 
per minute. Then the input power was determined by circuit 
analysis for each position of the rheostat. The data for both 
Freon-113 and FC-72 are combined in Fig. 2, which shows the 
relation between bubble frequency and power input. 

In Fig. 1 it is noted that increasing voltages dramatically 
decrease the volumes of the detaching bubbles for both Freon-
113 and FC-72. This can be explained by using static force 
balance arguments. Higher electric field strengths create higher 
DEP forces, which overpower surface tension and buoyancy 
forces at an earlier stage of bubble development. Once this 
critical bubble radius is reached, detachment occurs, creating 
smaller bubbles for higher field strengths. Also in Fig. 1, the 
curve for Freon-113 seems to approach a minimum bubble size 
asymptotically. This minimum bubble size does make sense, 
however, if the processes behind vapor bubble generation from 
the heater probe are analyzed. The bubble size generated by 
the heater wire will depend on the superheat of the surrounding 
liquid and also the active nucleation cavity size associated with 
the wire. Once heat is applied, a vapor bubble embryo will 
form on the surface of the wire. This bubble will experience 
two growth stages: an initial stage where a bubble embryo will 
form instantaneously, with a minimum starting volume gov­
erned by the degree of superheat and critical radius; and a 
final stage where the bubble will continue to grow at a slow 
pace until surface tension is overcome and detachment occurs. 
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If bubble detachment occurs immediately after the initial stage, 
the minimum bubble volume that can be formed is equal to 
the initial forming embryo. 

An explanation for why larger bubbles occur at the minimum 
voltage for FC-72 compared with Freon-113 may be explained 
by using previous information. Because FC-72 is a weaker 
dielectric, the critical detachment radius is larger than the ra­
dius for Freon-113 at the same applied voltage. As the bubble 
grows, the DEP force will eventually surpass the surface ten­
sion force and cause detachment. This is due to the fact that 
the DEP force is proportional to the cube of the bubble radius, 
as compared to the surface tension force being proportional 
to the radius alone. However, as the bubble grows to overcome 
the original component of surface tension, it becomes large 
enough to attach to the electrodes and the other side of the 
U-shaped wire, picking up additional components of surface 
tension. This forces the critical bubble size to be pushed ahead 
still further until the DEP force is large enough to overcome 
surface tension. Therefore, larger bubbles should be produced 
by FC-72 than Freon-113 due to its weaker dielectric strength 
and added components of surface tension with increasing bub­
ble size. 

As shown in Fig. 2, the bubble frequency increases with 
higher power input. The explanation for this is obvious due 
to the fact that higher heating rates occur with increased power. 
These higher rates of heating generate faster bubble growth, 
which decreases the waiting time between consecutive bubbles. 
Therefore, more bubbles form and detach over a given time 
period for higher power inputs than lower power inputs. 

Another observation is that higher bubble frequencies occur 
for a given power input as the electrode voltage is raised. This 
phenomenon occurs because at higher electrode voltages, the 
critical bubble radius is smaller than for lower voltages. For 
a constant power, more bubbles will detach at higher voltages 
because their critical size will be reached more quickly than 
for larger bubbles. By assuming the amount of vapor bubble 
generation is constant for a given power input, the data should 
collapse on one curve by considering the bubble size and fre­
quency together. If this assumption is true then the total volume 
of vapor should approach a constant for a given power input 
in a particular fluid. 

One other observation from Fig. 2 is that the bubble fre­
quency versus power input curves for FC-72 are located to the 
right of those for Freon-113. Because FC-72 has a higher boil­
ing point temperature, more power is required to initiate boil­
ing than for Freon-113. 

Comparison With Published Results 
In order to determine the accuracy of the measurement tech­

niques used in the experiments, an attempt was made to com­
pare the heat flux produced in this study to analytical models 
of heat flux produced in the nucleate boiling range. The best 
method was to plot the boiling curve (heat flux versus degree 
of superheat, Arsup) for both Freon-113 and FC-72, and com­
pare with our results. Because of the use of electric fields, 
surface temperature measurements of the heater wire could 
not be taken in the experiments. This prohibited us from ex­
pressing the data in boiling curve format; however, the surface 
heat flux could be determined and plotted as a range of values 
instead. This would give some insight as to which part of the 
nucleate boiling curve the experiment was operating in. 

To plot the analytical expressions of the nucleate boiling 
curve for Freon-113 and FC-72, use was made of the heat flux 
correlation developed by Forster and Zuber (1955). These curves 
were plotted in the nucleate boiling range taking thermody­
namic data from the ASHRAE Handbook (1985) for Freon-
113 and data from the 3M Company Manual (1990) for FC-
72. 

e \ ^ 

heat flux ranges in 
our experiments 

FC-72 

Freon-113 

a Freon-113 
« FC-72 

ATsup (°C) 

Fig. 3 Comparison of heat flux ranges in the nucleate boiling regime 
for both Freon-113 and FC-72 

To determine the heat flux produced in our experiments, 
the active nucleation area of the heater wire was needed. This 
task was difficult to accomplish due to the high degree of 
nonuniformity over the entire heater wire surface. Therefore 
it was decided to pick a minimum and maximum active nu­
cleation area and represent the data over this range of heat 
fluxes. From observations of the boiling experiments and high­
speed photography, it was noticed that the majority of the 
bubble nucleation was occurring on the part of the heater wire 
where the copper wire was wrapped around the nichrome wire. 
Examining the heater wire under magnification shows that 
much larger nucleation cavities appear on and between the 
copper wire surfaces than on the very smooth nichrome sur­
face. Because this boiling experiment is operating on the low 
end of the superheat range, larger nucleation cavities become 
the most probable site for nucleate boiling to occur. Using the 
above information, the maximum area of nucleation was meas­
ured as the entire surface area covering the wrapped copper 
wire (2.02 mm2). The minimum nucleation area was taken as 
the area between each consecutive coil of the copper wire (0.39 
mm2): 

<? 
fbVpX 

(2) 

where fb is the bubble detachment frequency, V is the bubble 
volume, p„ is the vapor density, X' is a combination of latent 
heat and sensible heat, and As is the surface area of bubble 
nucleation. Equation (2) was used along with the information 
presented in Figs. 1 and 2 to calculate the heat flux ranges for 
both Freon-113 and FC-72. These results are shown in Fig. 3 
along with the boiling curves plotted for Freon-113 and FC-
72 using the Forster and Zuber correlation. 

As shown in Fig.3, our results agree very well with those 
produced by the analytical expression for Forster and Zuber 
(1955). By examing both heat flux ranges, the wire superheat 
in our experiments settles between 1 and 20° C. This range of 
superheat seems very appropriate for nucleate boiling, con­
sidering the source of input power used, and provides addi­
tional proof that the measurements of bubble size, frequency, 
and power input were very accurate. 

Microgravity Numerical Simulation 
The experimental results clearly demonstrate that the mag­

nitude of the DEP force can overcome surface tension and 
buoyancy forces to detach and accelerate a vapor bubble in 
the downward direction. Therefore, use of the DEP force in 
a microgravity environment should be able to initiate and main­
tain the nucleate boiling process. For microgravity applica­
tions, the required DEP forces are much less than that needed 
in the ground-based experiment. It is informative to estimate 
what would be required in a space environment. To do this, 
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Fig. 4 Results from microgravity numerical simulation of vapor bubble 
position versus time after detachment 

a computer program was written using two-phase flow relations 
to predict the motion of a vapor bubble in microgravity under 
the presence of the DEP force. This simulation was produced 
under the same conditions and electrode dimensions as the 
experiment. By being consistent, good comparisons and con­
clusions can be drawn about the similarities and differences 
between the two. The details of the numerical simulation are 
given by Pachosa (1990). 

The results of the simulation for each of the four bubble 
volumes are depicted in Fig. 4. The plot represents the bubbles 
position versus time after detachment. For each of the bubble 
volumes, the required detachment voltage is also represented 
in the legend of the graph. Examination of Fig. 4 shows proof 
that the DEP force is strong enough to carry the vapor bubbles 
completely away from the heater wire surface. For this par­
ticular simulation, the bubble driving force is terminated at 
the end of the electrodes at approximately 67 mm. Also, it can 
be seen that the bubble position approaches a final destination 
of approximately 70 mm in an exponential manner. This ex­
ponential dependence in bubble position is explained by ex­
amining the nature of the DEP force. Because its strength is 
proportional to r3, the DEP force is very strong near the heater 
wire and decreases as the bubble approaches the end of the 
electrodes. As the bubble moves outward, the weakened DEP 
force is overcome by the viscous drag forces causing the bubble 
to slow down with time and eventually stop outside the elec­
trodes where a driven force no longer exists. 

For all four test runs, the DEP force was strong enough to 
push the bubbles entirely out of the electrodes. However, the 
smaller bubbles took much less time than the larger bubbles 
to accomplish this task. This is due to the reduced drag force 
on smaller bubbles, and a higher initial acceleration once the 
bubble detaches from the wire surface. This acceleration is 
created by the relatively higher voltages required to overcome 
surface tension during detachment of the smaller bubbles. 

Due to the weaker dielectric nature of FC-72, it is also 
apparent in the figures that a considerably longer period of 
time is required in order for these bubbles to reach the end of 
the electrodes as compared with Freon-113. However, the two 
fluids exhibit the same trends and are able to accelerate the 
bubbles away from the heater wire. This should provide an 
efficient vapor removal mechanism to initiate and sustain nu­
cleate boiling in a microgravity environment. 

Comparison of Simulation and Experiment 
The largest difference between the two sets of results is in 

the amount of voltage required to initiate detachment from 
the heater wire. Comparing the voltages in Fig. 4 with those 
in Fig. 2 for the same bubble volumes, shows that the voltage 
requirement in microgravity is nearly half as much as in the 
ground-based experiment. Because the DEP force is only com­

peting against surface tension in microgravity, the requirement 
for detachment is less than if it also had to compete against a 
buoyancy force. This would allow for reduced voltage ranges 
in microgravity conditions, making bubble detachment much 
easier to attain, and also would be safer by eliminating the 
risks of electrode arcing. Also from the simulation, the vapor 
bubbles are able to travel several centimeters before coming 
to rest as compared to only a few millimeters in the experi­
ments. This increased distance should create a perfect envi­
ronment for nucleate boiling, by allowing the heater wire to 
remain virtually vapor free. 
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On the Dominant Unstable 
Wavelength During Film Boiling on a 
Horizontal Cylinder of Small 
Diameter 

Rui-Qing Li1 and R. Harris2 

Introduction 
There exist three types of boiling, namely, nucleate, tran­

sition, and film boiling. The film boiling regime is characterized 
by the steady formation and release of bubbles at the liquid-
over-vapor interface on top of a heating element. Chang (1957, 
1959), Zuber (1958), and Zuber and Tribus (1958) presented 
mathematical models for film boiling on horizontal flat plates. 
These models are based on the Rayleigh (1900)-Taylor (1950) 
instability of the liquid-vapor interface. Capillary waves are 
propagated along this interface, which becomes unstable if the 
wavelength exceeds a certain critical value. Berenson (1961) 
refined these models by emphasizing the importance of the 
"most dangerous" wavelength, instead of the critical wave­
length. 

Based on the asymmetric assumption of the cylindrical va­
por-liquid interface as shown in Fig. 1, Lienhard and Wong 
(1964) extended the validity of the hydrodynamic instability 
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position versus time after detachment 

a computer program was written using two-phase flow relations 
to predict the motion of a vapor bubble in microgravity under 
the presence of the DEP force. This simulation was produced 
under the same conditions and electrode dimensions as the 
experiment. By being consistent, good comparisons and con­
clusions can be drawn about the similarities and differences 
between the two. The details of the numerical simulation are 
given by Pachosa (1990). 

The results of the simulation for each of the four bubble 
volumes are depicted in Fig. 4. The plot represents the bubbles 
position versus time after detachment. For each of the bubble 
volumes, the required detachment voltage is also represented 
in the legend of the graph. Examination of Fig. 4 shows proof 
that the DEP force is strong enough to carry the vapor bubbles 
completely away from the heater wire surface. For this par­
ticular simulation, the bubble driving force is terminated at 
the end of the electrodes at approximately 67 mm. Also, it can 
be seen that the bubble position approaches a final destination 
of approximately 70 mm in an exponential manner. This ex­
ponential dependence in bubble position is explained by ex­
amining the nature of the DEP force. Because its strength is 
proportional to r3, the DEP force is very strong near the heater 
wire and decreases as the bubble approaches the end of the 
electrodes. As the bubble moves outward, the weakened DEP 
force is overcome by the viscous drag forces causing the bubble 
to slow down with time and eventually stop outside the elec­
trodes where a driven force no longer exists. 

For all four test runs, the DEP force was strong enough to 
push the bubbles entirely out of the electrodes. However, the 
smaller bubbles took much less time than the larger bubbles 
to accomplish this task. This is due to the reduced drag force 
on smaller bubbles, and a higher initial acceleration once the 
bubble detaches from the wire surface. This acceleration is 
created by the relatively higher voltages required to overcome 
surface tension during detachment of the smaller bubbles. 

Due to the weaker dielectric nature of FC-72, it is also 
apparent in the figures that a considerably longer period of 
time is required in order for these bubbles to reach the end of 
the electrodes as compared with Freon-113. However, the two 
fluids exhibit the same trends and are able to accelerate the 
bubbles away from the heater wire. This should provide an 
efficient vapor removal mechanism to initiate and sustain nu­
cleate boiling in a microgravity environment. 

Comparison of Simulation and Experiment 
The largest difference between the two sets of results is in 

the amount of voltage required to initiate detachment from 
the heater wire. Comparing the voltages in Fig. 4 with those 
in Fig. 2 for the same bubble volumes, shows that the voltage 
requirement in microgravity is nearly half as much as in the 
ground-based experiment. Because the DEP force is only com­

peting against surface tension in microgravity, the requirement 
for detachment is less than if it also had to compete against a 
buoyancy force. This would allow for reduced voltage ranges 
in microgravity conditions, making bubble detachment much 
easier to attain, and also would be safer by eliminating the 
risks of electrode arcing. Also from the simulation, the vapor 
bubbles are able to travel several centimeters before coming 
to rest as compared to only a few millimeters in the experi­
ments. This increased distance should create a perfect envi­
ronment for nucleate boiling, by allowing the heater wire to 
remain virtually vapor free. 
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On the Dominant Unstable 
Wavelength During Film Boiling on a 
Horizontal Cylinder of Small 
Diameter 

Rui-Qing Li1 and R. Harris2 

Introduction 
There exist three types of boiling, namely, nucleate, tran­

sition, and film boiling. The film boiling regime is characterized 
by the steady formation and release of bubbles at the liquid-
over-vapor interface on top of a heating element. Chang (1957, 
1959), Zuber (1958), and Zuber and Tribus (1958) presented 
mathematical models for film boiling on horizontal flat plates. 
These models are based on the Rayleigh (1900)-Taylor (1950) 
instability of the liquid-vapor interface. Capillary waves are 
propagated along this interface, which becomes unstable if the 
wavelength exceeds a certain critical value. Berenson (1961) 
refined these models by emphasizing the importance of the 
"most dangerous" wavelength, instead of the critical wave­
length. 

Based on the asymmetric assumption of the cylindrical va­
por-liquid interface as shown in Fig. 1, Lienhard and Wong 
(1964) extended the validity of the hydrodynamic instability 
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Fig. 1 Assumed geometry of film boiling on a horizontal cylindrical 
heater 

theory to the case of thin horizontal heating wires by account­
ing for the effect of surface tension along the curved periphery 
of the liquid-vapor interface in a vertical cross section and 
derived the following expression for the most dangerous wave­
length (dimensionless): 

Arf=Xd 
2TTV3 

(1) 

1+: 
1 

2IT 

where \d is the most dangerous wavelength; p, is the density 
of fluid 1 (liquid); a is the gas-liquid surface tension; g is the 
acceleration due to gravity; n is the dimensionless radius and 
is defined as: 

n = iV. (2) 

where R0 is the radius of the cylindrical heater. By assuming 
that the spacing between bubbles is dominated by the dan­
gerous wavelength, they predicted and measured the distance 
between bubbles in the isopropanol and benzene systems as a 
function of heater diameters. The experimental bubble spacing 
exceeds the theoretical value by 25 percent in both isopropanol 
and benzene. In order to overcome the underestimation of the 
dangerous wavelength by Lienhard and Wong's model, two 
subsequent attempts were accordingly made. The first was by 
Siegel and Keshock (1965) who assumed that the interface was 
axisymmetric and who retained a minimum blanket thickness, 
b, in their equation for the most dangerous wavelength: 

A, = ~ ^ (3) 

l l+-
1 

< n2 

The second was by Lienhard and Sun (1970) who modified 
Lienhard and Wong's formula by accounting for the minimum 
blanket thickness of vapor, b. Their result was: 

A,= 2 T V I - (4) 

1+-
1 

2 1+- n2 

Equations (3) and (4) still underpredict the wavelength (Lien­
hard and Sun, 1970). 

In fact, all previous investigators oversimplified the insta­
bility problem due to the use of the Cartesian coordinates since 
the velocity potentials of the two fluids should be expressed 
as a solution of Laplace's equation in cylindrical coordinates. 

Theory 

In the present analysis, the geometry of the vapor-liquid 
interface is assumed to be the same as that, of Lienhard and 
Wong (1964), Fig. 1. A cylindrical heater with radius R0 is 
immersed in a liquid, and the geometry of the liquid-vapor 
interface surrounding a wire during film boiling is assumed to 
take a sinusoidally undulating, asymmetric form. The vapor 
blanket surrounding the heater is assumed to be sufficiently 
thin that the smallest radius of the interface is negligibly larger 
than the radius of heater. The maximum perturbing amplitude, 
e, of the dominant wave occurs at the top of the interface. 

If the flow is assumed to be irrotational and the interface 
between the vapor and the liquid remains circular as shown in 
Fig. 1, we then have the following expressions for the velocity 
potentials of liquid and vapor in cylindrical coordinates: 

$i=AK0(kr)exp[HGt + kz)] for liquid 

$2 = BIQ(kr)exp[i(Gt + kz)] for vapor (5) 

where I0(kr) and K0(kr) are modified Bessel functions of the 
first and second kind, respectively; k is the wave number; G 
is the growth rate; A and B are constants; r is the radial 
coordinate; t is the time; z is the horizontal coordinate. The 
disturbance, £, of the interface through a vertical cross section 
is expressed as: 

<-H-JS>-S a*2 
dr 

dt 

A /dK0(kr) 

~iG\ dr 
exp[i(Gt + kz)] 

r=R0 

B dl0(kr) 

iG\ dr 
exp[i(Gt + kz)] = eexp[i(Gt + kz)] (6) 

where Ur is the radial velocity. 
By considering the continuity of the radial velocity com­

ponent and the dynamic boundary condition at the interface 
(the pressure difference between the two fluids equals the cap­
illary effect) as well as the assumption that the cylindrical 
interface is asymmetric as shown in Fig. 1, we get the following 
expression for the growth rate as a function of wave number: 

1 (Pi-Pi)g\ 
ak[k 

G2 = -
2Rl 

P\e\+P2t2 
(7) 

where p2 is the density of fluid 2 (vapor) and 

Ao(**o) K0(kR0) 
i\ = 

dK0(kr) 

d(kr) 

KdkR0)' 

ei = 
T0(kR0) 

dlojkr) 
d(kr) 

Ip(kRo) 
'li(kR0) 

(8) 

=«o 

The term 1/2R.I of Eq. (7) comes from the disturbance pressure 
in the transverse direction. The pressure due to the surface 
tension in the transverse direction ranges between a/R0 in the 
valleys and o/(R0 + e) at the peaks of the wave, it has an 
average value of a/(R0 + e/2) and an amplitude of ae/(2Rl). 

Equation (7) gives the relationship between the exponential 
growth rate, G, and the wave number, k. The nature of G 
governs the stability of the disturbance. If G is real, the sta­
bilizing effect of surface tension in the axial direction will 
smooth out the disturbance. If G is imaginary, the force of 
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gravity will dominate and the disturbance will increase expo­
nentially in accordance with Eq. (7). G passes from real to 
imaginary as the right-hand side of Eq. (7) passes through 
zero. The critical wave number, kc, and wavelength, Xc, are 
then obtained by equating the right-hand side of Eq. (7) to 
zero. The most dangerous wave number, kd, and wavelength, 
Xrf, were numerically obtained by maximizing - G2. 

In order to express Eq. (7) in convenient dimensionless form, 
we define: 

20 

Dimensionless wavenumber. 

K = k 

Dimensionless growth rate: 

Q = iG 
Pig 

From Eq. (9), we have dimensionless wavelength: 

K k A/ a 
= 2irV3 

AS 

(9) 

(10) 

(ID 

where X™ is the most dangerous wavelength when Ra is infinite 
(planar interface). 

Finally, combining Eqs. (2), (7), (9), and (10), and assuming 
the density of vapor to be zero, Eq. (7) becomes: 

1 
nz= K1-- 2n2 F - l K 

where 

K0(kR0) K0(KU) 

(12) 

(13) 

Equation (12) is independent of the properties of fluids. Since 
Eq. (12) contains a "correcting factor," eu in comparison with 
Lienhard and Wong's expression for dimensionless growth 
rate, it is expected that present theory should give more ac­
curate results. By equating fi to zero, we get the dimensionless 
critical wavelength: 

Ar = -
2TT 

(14) 

1 + 
2 IT 

From Eq. (14), it is obvious that when the dimensionless 
radius, n , becomes large (e.g., II > 3), the critical wavelength 
is independent of the radius, and so is the most dangerous 
wavelength. 

Application of Theory 
Lienhard et al. (Lienhard and Wong, 1964; Lienhard and 

Sun, 1970) experimentally determined the dominant unstable 
wavelength during film boiling of isopropanol, benzene, ace­
tone, and methanol liquids. 

Figure 2 shows the dimensionless most dangerous wave­
lengths predicted by Eqs. (1) and (12). Evidently, the present 
model gives the best representation of measured average wave­
length. In reality, there is not a precise value of the wavelength; 
the most dangerous wavelength that occurs at the maximum 
growth rate corresponds to the measured average data. It is 
assumed that the wavelengths arise from the growth rate greater 
than some fraction of the maximum growth rate. By setting 
the cutoff for the wavelength at 90 percent of the maximum 
growth rate, the variation in the measured data is encompassed, 
Fig. 2. 

Figure 3 shows the ratios of the calculated values of the 
most dimensionless dangerous wavelengths to the critical wave-

• Measured average wavelength 
Predicted data, Eq.(16) 

• Numerical data by present model, Eq.(12) 
Lienhard and Wong's model, Eq.(1) 
90% of maximum growth rate 

0.5 1 1.5 2 

Dimensionless Radius 
2.5 

Fig. 2 Relationship between the dimensionless wavelength and the 
dimensionless radius 

1 1.5 2 

Dimensionless Radius 
Fig. 3 Calculated ratio between the dangerous wavelength and the 
critical wavelength as a function of dimensionless radius 

lengths; the ratios are greater than the V3 reported by Lienhard 
and Wong (1964); this is why the present model gives a better 
correlation to the observed values than the previous model. 
The data shown in Fig. 3 are fitted by Eq. (15): 

Ad 2.16+ S 0.4672 n '" 9 1 

A T 1 +0.4672 n1'491 ( 1 5 ) 

Equation (15) gives Ad/Ac = V3~ when the dimensionless radius 
is infinitely large and Ad/Ac = 2.16 when the dimensionless 
radius is zero. From Eqs. (14) and (15), we have an expression 
for the dimensionless dangerous wavelength in a closed form: 

Arf= 
2.16+V3 0.4672n' 

1 +0.4672 n M 9 1 

2TT 
(16) 

1 + 2 T P 

The predicted dimensionless most dangerous wavelength based 
on Eq. (16) is also shown in Fig. 2 by a solid line. Equation 
(16) can be used to predict the dimensionless wavelength with 
great success. 

Conclusions 
1 The dominant unstable dimensionless wavelength during 
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film boiling on a horizontal cylinder is predicted by Eq. 
(16). 

2 The geometric assumption made by Lienhard and Wong 
(1963) is reasonable. 

3 Lienhard and Sun's (1970) conclusion about the invalid­
ity of theory below n « 0.1 is also suitable for the present 
theory. 
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Observations on an Evaporative, 
Elbow Thermosyphon 

G. S. H. Lock1 and Jialin Fu1 

Nomenclature 
D = tube diameter 
h = heat transfer coefficient 
P = pressure 
q = heat flux density 
Q = heat flux 
T = temperature 
v = filling fraction 
6 = temperature difference 

Subscripts 
C = condenser 
H = evaporator 
/ = saturated 

R = reference, ratio 

1 Introduction 
Under evaporative conditions, only the linear thermosyphon 

has been studied extensively (Lock, 1992). For the present 
purpose, the nearest work is that conducted on inclined tubes 
(Negishi and Sawada, 1983; Terdtoon et al., 1990). In right-
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angled form, some empirical observations have appeared (Zar-
ling and Haynes, 1987; Haynes et al., 1991), but there appear 
to have been few, if any, fundamental investigations. The 
purpose of this note is therefore to remedy this defect and 
provide an exploration of the heat transfer characteristics of 
the right-angled thermosyphon under evaporative conditions. 
This will be done using laboratory experiments on a small-
scale apparatus with two configurations: vertical condenser 
(with horizontal evaporator) and horizontal condenser (with 
vertical evaporator). 

Before describing the experiments, it is important to state 
the basis of the analysis on which they are founded. This stems 
from the fundamental assumption that the heat flux Q is a 
function of the two independent wall temperatures TH, Tc of 
the heated and cooled sections, respectively. Thus 

Q=f(TH, Tc) (1) 
or equivalently, 

q = g(6,TR) (2) 

where q is the heat flux density, here based on the heated 
surface area, and 6 = TH - Tc. The variable TR is a convenient, 
but otherwise arbitrary, reference temperature such that 

TR = t(TH,Tc) (3) 
is a single-valued function providing a second relation, which, 
together with 8, determines both TH and Tc, and hence pre­
scribes the heat transfer rate. The choice of t(TH, Tc) will be 
discussed later. 

2 The Experiments 
The apparatus has been described by Lock and Ladoon 

(1991), who previously studied the system under single-phase 
conditions. The experimental procedure was as follows. Before 
the apparatus was completely assembled, the inner surfaces of 
the tubes were cleaned using first benzene, then alcohol, and 
finally distilled water, the filling fluid. Assembly was then 
completed and a vacuum pump connected. The internal pres­
sure was lowered toward the triple point value (near 1 kPa) 
and the apparatus then left for several hours with the pump 
switched off to ascertain that no leaks were present. At this 
point, a charge of water vR (fraction of evaporator volume) 
was measured and introduced using a hypodermic syringe, 
following which the vacuum pump was again switched on along 
with the electric heater. In the presence of boiling, the re­
maining air was withdrawn and the tube finally sealed. Sub­
sequently, periodic checks were made of the vapor pressure 
and temperature to confirm that they lay on the saturation 
curve. The test data reported here are limited to water but are 
representative of any fluid well below its critical pressure. 

With the apparatus thus prepared, the test runs began. Each 
was conducted by selecting an evaporator wall temperature TH 
and then plotting the (net) heat flux density against 6 for a 
series of condenser wall temperatures Tc, noting the vapor 
pressure Pr at each point. The wall temperatures were spatially 
averaged from at least ten individual readings. Figure 1 illus­
trates the form of the data obtained. Altering the evaporator 
wall temperature, the process was then repeated until the limits 
of the apparatus had been spanned. Depending on the tube 
configuration, measured temperatures lay in the following 
ranges: 23°C < Tc < 42°C; 45°C < T, < 65°C; 46°C < 
TH < 107°C; 20 K < 6 < 75 K. As the saturation temperature 
range indicates, the system pressure was subatmospheric. 

A formal error analysis of each of the variables was un­
dertaken. Uncertainty bars are shown on the figures discussed 
below. 

3 Discussion of Results 
3.1 Upright Condenser. With the condenser upright and 
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film boiling on a horizontal cylinder is predicted by Eq. 
(16). 

2 The geometric assumption made by Lienhard and Wong 
(1963) is reasonable. 

3 Lienhard and Sun's (1970) conclusion about the invalid­
ity of theory below n « 0.1 is also suitable for the present 
theory. 
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angled form, some empirical observations have appeared (Zar-
ling and Haynes, 1987; Haynes et al., 1991), but there appear 
to have been few, if any, fundamental investigations. The 
purpose of this note is therefore to remedy this defect and 
provide an exploration of the heat transfer characteristics of 
the right-angled thermosyphon under evaporative conditions. 
This will be done using laboratory experiments on a small-
scale apparatus with two configurations: vertical condenser 
(with horizontal evaporator) and horizontal condenser (with 
vertical evaporator). 

Before describing the experiments, it is important to state 
the basis of the analysis on which they are founded. This stems 
from the fundamental assumption that the heat flux Q is a 
function of the two independent wall temperatures TH, Tc of 
the heated and cooled sections, respectively. Thus 

Q=f(TH, Tc) (1) 
or equivalently, 

q = g(6,TR) (2) 

where q is the heat flux density, here based on the heated 
surface area, and 6 = TH - Tc. The variable TR is a convenient, 
but otherwise arbitrary, reference temperature such that 

TR = t(TH,Tc) (3) 
is a single-valued function providing a second relation, which, 
together with 8, determines both TH and Tc, and hence pre­
scribes the heat transfer rate. The choice of t(TH, Tc) will be 
discussed later. 

2 The Experiments 
The apparatus has been described by Lock and Ladoon 

(1991), who previously studied the system under single-phase 
conditions. The experimental procedure was as follows. Before 
the apparatus was completely assembled, the inner surfaces of 
the tubes were cleaned using first benzene, then alcohol, and 
finally distilled water, the filling fluid. Assembly was then 
completed and a vacuum pump connected. The internal pres­
sure was lowered toward the triple point value (near 1 kPa) 
and the apparatus then left for several hours with the pump 
switched off to ascertain that no leaks were present. At this 
point, a charge of water vR (fraction of evaporator volume) 
was measured and introduced using a hypodermic syringe, 
following which the vacuum pump was again switched on along 
with the electric heater. In the presence of boiling, the re­
maining air was withdrawn and the tube finally sealed. Sub­
sequently, periodic checks were made of the vapor pressure 
and temperature to confirm that they lay on the saturation 
curve. The test data reported here are limited to water but are 
representative of any fluid well below its critical pressure. 

With the apparatus thus prepared, the test runs began. Each 
was conducted by selecting an evaporator wall temperature TH 
and then plotting the (net) heat flux density against 6 for a 
series of condenser wall temperatures Tc, noting the vapor 
pressure Pr at each point. The wall temperatures were spatially 
averaged from at least ten individual readings. Figure 1 illus­
trates the form of the data obtained. Altering the evaporator 
wall temperature, the process was then repeated until the limits 
of the apparatus had been spanned. Depending on the tube 
configuration, measured temperatures lay in the following 
ranges: 23°C < Tc < 42°C; 45°C < T, < 65°C; 46°C < 
TH < 107°C; 20 K < 6 < 75 K. As the saturation temperature 
range indicates, the system pressure was subatmospheric. 

A formal error analysis of each of the variables was un­
dertaken. Uncertainty bars are shown on the figures discussed 
below. 

3 Discussion of Results 
3.1 Upright Condenser. With the condenser upright and 
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Fig. 1 Heat flux density versus temperature difference for an upright 
condenser 

the evaporator lying horizontally below, the heat transfer data 
obtained are shown in Fig. 1. Following the form of Eq. (2), 
this displays the heat flux density q, based on the evaporator 
surface area, plotted against 6 for each of a series of average 
evaporator wall temperatures TH. Curves of constant average 
condenser wall temperature Tc are cross-plotted on the same 
figure. The reference temperature TR in Eq. (3) thus takes one 
of two readily available values. 

The figure illustrates the general situation in which the heat 
flux density is a function of both TH and Tc, not just their 
difference. The curves for constant evaporator temperature 
would be useful in the design of an isothermal heat source; 
the constant condenser temperature curves would be more 
appropriate to an isothermal sink. The alternative choice is 
Tj, which reflects the system pressure. Interpolated data using 
the saturation temperature are shown in Fig. 2. These are not 
markedly different from the data of Fig. 1. A designer is thus 
free to choose according to the application (Lock, 1992). 

Figure 3 shows the iso-rw data of Fig. 1 replotted in the 
form of the overall heat transfer coefficient h versus the overall 
temperature difference 6. The values of h obtained were no­
ticeably higher than those obtained in single-phase conditions 
(Lock and Ladoon, 1991) but lower than those measured by 
Imura et al. (1979) using a vertical, linear thermosyphon. How­
ever, they were not much less than values obtained in our own 
apparatus when it was arranged linearly. Within experimental 
error, the data fit the form 

h = a(TH)-bd (4) 

in which a and b reflect the peculiarities of the filling fluid 
and chosen geometry. In view of the similarity in the individual 
effects of Tc, TH, and T,, it is to be expected that a similar 
form applies to the iso-Tc and iso-7} data. 

3.2 Upright Evaporator. Corresponding data were also 
obtained with the evaporator positioned upright beneath a 
horizontal condenser. Figure 4 shows the results plotted with 
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the evaporator wall temperature as a parameter. These data 
differ from those in Fig. 1 in two ways. First, they exhibit 
greater downward curvature, thus making cross plots of con­
stant Tc curves more difficult to construct; of course, it is 
always possible to present the data in the alternative iso-r c or 
iso-7} forms if desired. Secondly, the data set, as a whole, lies 
above the upright condenser data. 

Although the two configurations yield data that are similar 
in form, their detailed behavior can be quite different, not 
least in indicating that the upright evaporator configuration 
is superior to the upright condenser configuration. This finding 
is consistent with the expectation that refluent film conden­
sation in a horizontal tube would be more efficient than in a 
vertical tube where the film is thicker and longer. Likewise, it 
is to be expected that refluent boiling in a horizontal tube 
would be less efficient than in a vertical tube where replacement 
liquid more easily covers the tube wall. However, it was sur­
prising to find that the vertical evaporator combined with the 
horizontal condenser did not outperform the other configu­
ration by much, at least for the range of conditions studied. 

3.3 Limits. The limiting performance of the upright con­
denser configuration is typified in Fig. 1 by the data for TH 
= 90°C and 95°C. Under these conditions, the local evapo­
rator wall temperature nearer the closed end was found to rise 
suddenly. This indicates a simple dry out failure caused by the 
inability of the returning liquid to reach the closed end of the 
horizontal evaporator. Such a failure has been observed by 
several authors, most recently by Negishi and Sawada (1983). 

The limiting performance with the evaporator upright did 
not correspond to a simple dryout limit. It was accompanied 
by a periodic rise and fall in the local evaporator wall tem­
perature near the adiabatic junction piece, thus indicating a 
local dryout associated with flooding and holdup in the con­
denser while a pool continued to exist in the evaporator below. 
With a charge of 35 percent of the evaporator volume, this 
flooding limit normally lies well above the simple dryout limit 
in a vertical, linear thermosyphon; the presence of a horizontal 
condenser with poor draining characteristics evidently offsets 
the advantage of a fully wetted evaporator. 

The limiting performance of the upright-evaporator, elbow 
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4 Conclus ions 
The performance of the evaporative elbow system was found 

to be superior to that of the nonevaporative system, but com­
parable to the performance of the linear system. The para­
metric role of the evaporator wall temperature, the condenser 
wall temperature, and the vapor saturation temperature was 
demonstrated, each revealing a similar monotonic effect. 

With the evaporator upright, the data were found to be 
similar to , but displaced from, the upright condenser data. 
The upright evaporator gave the better performance, but not 
overwhelmingly so. The limit of performance with the con­
denser upright was found to be dictated by evaporator dryout. 
In the upright evaporator configuration, the limit may be at­
tributed to flooding in the poorly draining condenser; this limit 
was indistinguishable from geyser behavior at low vapor pres-
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thermosyphon thus appears to correspond to the well-estab­
lished flooding limit observed in linear thermosyphons. This 
is particularly true for the data at higher values of 6 and Tj. 
However, oscillatory behavior was also noticed at lower values 
of T] (and Pj) when the geyser phenomenon may be expected 
to operate. The difference between these two limiting behav­
ioral forms was not found to be distinct in the experiments 
reported here with vR = 35 percent. With lower pressures and 
temperatures, e.g., below 8 = 50 K in Fig. 4, the period of 
oscillation was found to be longer, typically about 5 min. 
Above 6 = 60 K, the period was noticeably shorter, typically 
about 1 min. In any event, it was found that the limit could 
be extended by simply tilting the condenser up slightly. 
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The performance of the evaporative elbow system was found 

to be superior to that of the nonevaporative system, but com­
parable to the performance of the linear system. The para­
metric role of the evaporator wall temperature, the condenser 
wall temperature, and the vapor saturation temperature was 
demonstrated, each revealing a similar monotonic effect. 

With the evaporator upright, the data were found to be 
similar to , but displaced from, the upright condenser data. 
The upright evaporator gave the better performance, but not 
overwhelmingly so. The limit of performance with the con­
denser upright was found to be dictated by evaporator dryout. 
In the upright evaporator configuration, the limit may be at­
tributed to flooding in the poorly draining condenser; this limit 
was indistinguishable from geyser behavior at low vapor pres-
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of T] (and Pj) when the geyser phenomenon may be expected 
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6 = porosity of the porous layer 
es = emissivity of the sphere surface 

Subscripts 
cond = 

eff = 
/ = 

forced = 
nat = 

P = 
rad = 

s = 

conduction 
effective 
fluid 
forced convection 
natural convection 
particles forming the porous layer 
radiation 
test sphere 

Introduction 
A knowledge of heat transfer from a spherical heat source 

embedded in unheated porous media is of interest in many 
geological, nuclear, geophysical, and chemical applications. 
The purpose of this work was to establish the effect of the 
surrounding particles' size on forced convective heat transfer 
from a sphere. 

Several studies of convective heat transfer in uniformly 
heated porous layers have been reported in the literature. Gnie-
linski (1978) proposed a semi-empirical correlation for pebble 
beds by extending the theory applicable to a single sphere. The 
correlation was supported with a large data base covering a 
range of porosity from 0.28 to 0.935, Pr from 0.7 to 104, and 
Re/e from 2 to 104. Another correlation was recommended by 
Achenbach (1982a) for 10 < Re < 10s and 0.36 < e < 0.42 
in KTA (1982). It was found that Gnielinski's correlation agreed 
well with the data at high Reynolds numbers; however, it has 
a tendency to overpredict data at lower Reynolds numbers. 
KTA's equation matched Gnielinski's predictions at higher 
Reynolds numbers to within a few percent. Moreover, it also 
agreed with data obtained at lower Reynolds numbers. 

Using mass transfer results of sublimation of naphthalene 
spheres in air and assuming that the rate of mass transfer 
depends on a 1/3 power of Schmidt number, Achenbach 
(1982b) arrived at yet another correlation for 1 < Re < 105 

and Pr = 0.71. This correlation, however, was limited by the 
restriction on the Prandtl number. 

All of the above reported studies were for pebble beds of 
uniform particles. In many nuclear and geological applications, 
the heated or cooled particles and the surrounding particles 
may be of different sizes. At present, no study addressing this 
concern exists in the literature. The objective of the present 
work was to provide such information. 

Experiments 
The experimental apparatus was the same one used by Tung 

(1988). The main test section consisted of a 101.5 mm i.d. 
Pyrex tube mounted on an aluminum base. Coolant entered 
at the bottom and was collected at the top. Flow rates were 
measured with float-type flowmeters. Two 304 SS test spheres, 
one at the centerline and one at 30 mm off-center, were located 
at 1 m above the inlet. Results obtained with both were com­
pared to detect any flow maldistribution. The surrounding 
porous layer was formed with spherical glass particles. Two 
sets of experiments were performed with test spheres 6.35 mm 
and 19 mm in diameter heat by an induction coil outside the 
tube. The surrounding glass particles were transparent to in­
duction and were not heated. Due to the high frequency (450 
kHz), heating was confined to a thin layer on the test spheres. 
As such, there was no temperature gradient inside the test 
spheres at steady state. 

Experimental Procedures. Prior to each experiment a cal­
ibration was made to determine the heat input to the test 
spheres. It involved applying power to the induction coil and 
noting the rate of temperature rise of the test spheres. Heat 

lost to the surrounding glass particles was accounted for by 
cutting off power and recording the rate of temperature drop 
of the test spheres. The power input can then be found as the 
sum of the stored and lost heat. When water was used as 
coolant, heat transfer coefficients were high and higher power 
had to be applied to the test spheres. Then, the heat lost was 
typically on the order of 5-10 percent of the total heat flux. 
However, when air was used as the test fluid, heat transfer 
coefficients were quite low and power input had to be reduced 
to avoid excessive temperatures. Then, the heat lost could be 
as high as 50 percent of the total heat flux. The heat flux 
obtained on the 6.35-mm-dia test sphere was also correlated 
against the rms current through the induction coil. The max­
imum deviation from a quadratic dependence of heat flux on 
current was found to be only ±3 percent. Hence, the calibra­
tion procedure outlined above is expected to be repeatable to 
within ±3 percent. 

Once power calibration had been made, coolant flow through 
the test section was initiated. The fluid temperature and the 
temperature of the test spheres was monitored with different 
thermocouples. At each flow rate, the temperatures were al­
lowed to settle to steady state before being recorded. Fluid 
properties were evaluated at the mean film temperature. The 
procedure was repeated for different flow rates while power 
input to the test spheres was kept at a constant value. 

Measurement Uncertainty. As mentioned earlier, the power 
input to the test sphere was accurate to ±3 percent. Temper­
ature measurements, however, had an uncertainty of ±5 per­
cent or ±0.25°C, whichever was higher. As such, the 
uncertainty in measured Nusselt number was ±6 percent. The 
flow velocity and Reynolds numbers were accurate to ± 5 per­
cent as long as the reading was confined to the midrange of 
the flowmeter. 

Results and Discussion 
The observed Nusselt number based on the total heat flux 

on a 6.35-mm-dia sphere in air are plotted as a function of 
Reynolds number in Fig. 1. These Nusselt and Reynolds num­
bers are based on the diameter of the heated sphere and the 
superficial velocity of the fluid. It is very surprising that data 
obtained with 1.3, 2.9, and 5.8 mm glass particles nearly over­
lap each other. This result, however, can be explained by con­
sidering the effect of Dp on the local velocity near the heated 
surface. With increasing Dp, the porosity near the heated sur­
face increases (similar to what is observed near a flat wall in 
contact with a porous matrix). This results in a lower local 
velocity due to the larger flow area. Such an increase in local 
porosity, however, must be accompanied by a diversion of 
flow from the surrounding porous medium toward the heated 
surface. As such, the local increase in area will be canceled 
out by the increase in mass flow resulting in a fairly constant 
velocity near the heated surface. When the surrounding par­
ticles are much larger than the heated sphere (Pp/Ds » 1) 
and the particles are packed randomly (as was the case here), 
it is possible that some glass particles in the first layer did not 
contact the heated sphere. This, in turn, leads to the formation 
of large pockets of fluid near the heated sphere. The diversion 
of flow toward the sphere discussed earlier, however, is not 
present in this case since the heated sphere is now perceived 
by the porous medium as a local obstruction. Consequently, 
the heat transfer coefficient for this case is lowered. From the 
data shown in Fig. 1 it can be concluded that Dp has little or 
no effect on the heat transfer coefficient of the heated sphere 
as long as Dp/Ds < 1. 

A comparison of results obtained with both air and water 
as the test fluids and Dp/Ds < 1 with predictions made by 
using Gnielinski's and KTA's correlations was also carried out 
in this work. At higher Reynolds numbers, both correlations 
were found to agree well with the air data. Gnielinski's cor-
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relation, however, tends to underpredict the water data at 
higher Reynolds numbers. Moreover, both correlations appear 
to overpredict the data obtained at lower Reynolds numbers. 
This overprediction may have resulted from the lumping of 
other modes of heat transfer in the development of these cor­
relations. To eliminate this discrepancy, one must isolate the 
contributions from each component of heat transfer and com­
bine them properly. This is particularly important at lower 
Reynolds numbers where forced convection is weaker than 
conduction and natural convection. 

Several heat transfer mechanisms such as conduction, ra­
diation, natural convection, and forced convection contribute 
to the total heat transfer from a sphere embedded in unheated 
porous media. Since the objective of the present work was to 
determine the contribution of forced convection only, contri­
butions from other modes of heat transfer has to be eliminated 
from the total heat flux. 

Conduction. In the absence of any other modes of heat 
transfer, the conductive heat transfer from a sphere is given 
by NuCOnd = 2 ked/kf. Theoretical evaluation of the effective 
thermal conductivity, kelf, is very difficult due to uncertainty 
in the contact area between the particles, the pressure at such 
points of contact, and the average thickness of the intervening 
layer. Generally, upper and lower limits are obtained by ar­
ranging solid and fluid volumes in parallel and in series, re­
spectively. In most cases, &eff may be different from that given 
by either limit. When the ratio k/kp is small, it appears that 
Areff is approximately equal to that given by the series solution. 
In the work of Rayleigh, as discussed by Gorring and Churchill 
(1961), a solution for ke{[ was obtained for uniform size cy­
lindrical elements. For kf/kp « 1 it yields a Areff closer to the 
lower limit. Recently, Prasad et al. (1989) reviewed and com­
pared correlations proposed by Kunii and Smith (1960), Zehner 
and Schlunder (1970), and Krupiczka (1958). They found that, 
for kf/kp < 1, all three correlations yielded similar results. 
Within that limitation, these correlations agreed fairly well 
with experimental data obtained by Prasad et al. (1989), 
Kladias (1988), and Combarnous (1970). In this work, Kru-
piczka's correlation was chosen for its overall accuracy and 
simplicity. The conductive Nusselt number then can be cal­

culated to be 10 and 2.3 for air and water, respectively. These 
results are also in close agreement with those obtained by 
Nozad et al. (1985). 

Radiation. Assuming that all the radiative energy emitted 
by the heated sphere is absorbed by the surrounding fluid and 
porous medium, the radiative heat flux can be evaluated as 
<7rad = tsa{Ts - Tj). At a maximum surface temperature of 
500 K, the emissivity es is expected to be less than 0.5. For a 
fluid temperature of 300 K, the maximum <yrad is calculated to 
be 0.3 W/cm2. This heat flux is about 14 percent of the lowest 
total heat flux measured in the experiments. In most experi­
ments, especially with water, the contribution of the radiative 
heat flux is less than 1 percent of the total heat flux. 

Natural Convection. Natural convection in packed beds 
of spheres has been studied experimentally by Karabelas et al. 
(1971) and Achenbach (1982a). From these studies, it is found 
that natural convection in packed beds can be described by 
the same expression as that obtained for a single sphere sub­
merged in a large pool of fluid. Also, these investigators re­
ported that there is little effect of porosity on heat transfer. 
The correlations proposed by both investigators are very sim­
ilar to the correlation developed for single spheres: Nunat = 
i?Ra1/4. Karabelas et al. found Klo be 0.46 whereas Achenbach 
recommended a value of 0.4. If if is taken to be 0.46, the worst 
case in air tests results in a Nunat = 7 while the total heat flux 
for this case corresponds to Nu = 32. As such, the low Reyn­
olds number data in this work are perhaps within the mixed 
free-forced convection regime. In the worst case (for water) 
Nunat = 39 compared to Nu = 79. Therefore, the effect of 
natural convection is even more pronounced in water tests. 

Forced Convection. Based on previous studies (Churchill, 
1977, 1986), the contributions from all modes of heat transfer 
are assumed to be combined as: 

Nu = Nucond + Nurad + (Nu^at + NuJLed)1/3 (1) 
Once the contributions from conduction, radiation, and nat­
ural convection are known, the Nusselt number for forced 
convection can be isolated from the above equation. Figure 2 
shows the data for Nusselt numbers based on the total heat 
flux along with the Nusselt numbers when contributions of 
conduction, radiation, and natural convection are excluded 
from the total heat flux. Only the data for Dp/Ds< 1 are plot­
ted. The data indicate that, with air as the test fluid, the 
combined contribution of conduction, radiation, and natural 
convection at low Reynolds numbers can be much higher than 
that of forced convection. Thus an appreciable error in the 
evaluation of forced convective heat transfer is possible if 
contributions from other mechanisms are not properly ac­
counted for. The Nusselt number dependence on Reynolds 
number is remarkably similar between the air and water data 
shown in Fig. 2. The Prandtl number dependence, however, 
is not quite as clear since only two fluids were used in the 
experiments. Since KTA's correlation appears to be in good 
agreement with both air and water data at higher Reynolds 
number, it is expected that a similar dependence on Prandtl 
number (Pr1/2) will collapse both air and water data into a 
single curve. All of the data for forced convection in water 
and air are plotted in Fig. 3 for Dp/Ds<\. The convective 
Nusselt numbers have been normalized by Pr1/2. Again, no 
discernible effect of glass particle size on forced convective 
heat transfer is found. Moreover, both water and air data have 
collapsed together and can be correlated to within ± 10 percent 
by: 

Nuforced = 0.29Re°-8Pr1/2; 0.7<Pr<5; Re<2400 (2) 

Finally, a word of caution must be mentioned regarding the 
use of a forced convection correlation in conjunction with other 
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The contributions from other modes of heat transfer such 
as conduction, radiation, and natural convection are signifi­
cant at lower Reynolds numbers. The total rate of heat transfer, 
however, can be predicted by an equation-such as Eq. (1). 

In the range of low to moderate Reynolds numbers, 
Re < 2400, the present correlation Eqs. (1) and (2) may be used 
for their simplicity. At higher Reynolds numbers, the corre­
lation of KTA is recommended. 
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Non-Darcian Effects on Mixed 
Convection in a Vertical Packed-
Sphere Annulus 
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components as shown in Eq. (1). In real applications, not all 
terms shown in Eq. (1) exist and one must be prudent in 
deciding which terms to include. For example, in mass transfer 
applications the radiative component clearly is not involved. 
On the other hand, when both the porous medium and the 
body are heated, the conduction term may not exist at all. 

Conclusions 
Convective heat transfer coefficient from a large heated 

sphere embedded in unheated porous media is independent of 
the size of the particles forming the porous media as long as 
Dp/Ds<\. 

Nomenclature 
d = average particle diameter, m 
D = gap width = r0 - r„ m 
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The contributions from other modes of heat transfer such 
as conduction, radiation, and natural convection are signifi­
cant at lower Reynolds numbers. The total rate of heat transfer, 
however, can be predicted by an equation-such as Eq. (1). 

In the range of low to moderate Reynolds numbers, 
Re < 2400, the present correlation Eqs. (1) and (2) may be used 
for their simplicity. At higher Reynolds numbers, the corre­
lation of KTA is recommended. 
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components as shown in Eq. (1). In real applications, not all 
terms shown in Eq. (1) exist and one must be prudent in 
deciding which terms to include. For example, in mass transfer 
applications the radiative component clearly is not involved. 
On the other hand, when both the porous medium and the 
body are heated, the conduction term may not exist at all. 

Conclusions 
Convective heat transfer coefficient from a large heated 

sphere embedded in unheated porous media is independent of 
the size of the particles forming the porous media as long as 
Dp/Ds<\. 
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d = average particle diameter, m 
D = gap width = r0 - r„ m 

'Department of Aerospace and Mechanical Engineering, The University of 
Arizona, Tucson, AZ 85721. 

department of Mechanical Engineering, Colorado State University, Fort 
Collins, CO 80523. 

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer Division 
September 1991; revision received May 1992. Keywords: Geophysical Heat 
Transfer, Mixed Convection, Porous Media. Technical Editor: R. Viskanta. 

506/Vol . 115, MAY 1993 Transactions of the ASME 

Copyright © 1993 by ASME
Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Da = Darcy number = K/D2 = e*i?/[ 150(1 -e)1} 
F = Forchheimer number = 1.75 i?/j 150(1 -e)] 
K = permeability of porous medium, m2 

Nu = overall Nusselt number 
Pe = Peclet number = VD/a 

R, Z = dimensionless coordinates 
Ra = Rayleigh number = gf$kD2q/avkm 

U, V = R- and Z-direction dimensionless velocity 
7 = radius ratio parameter = D/r, 
e = porosity 
•q = dimensionless particle diameter = d/D 
6 = dimensionless temperature = (T - Tc)/(qD/k) 

4> = stream function 
co = dimensionless vorticity = dV/dR - dU/dZ 

Introduction 
The study of non-Darcy effects in a porous medium attracted 

a great deal of interest from many investigators in the previous 
decade. Both inertia and boundary effects were examined an­
alytically by Vafai and Tien (1981) and Plumb and Huenefeld 
(1981). The results they obtained indicate that these effects 
decrease the heat transfer rate significantly. Raganathan and 
Viskanta (1984) also investigated these effects on natural con­
vection boundary layer flow along a vertical surface with low-
blowing velocity perpendicular to the boundary. A series of 
interesting non-Darcy natural convection studies was also re­
ported by Tong and Subramanian (1985), Beckermann et al. 
(1986), Prasad and Tuntomo (1987), Lauriat and Prasad (1987, 
1989), and Parang and Keyhani (1987). More recently, a nu­
merical study of variable porosity effects on natural convection 
in a cavity has been performed by David et al. (1989, 1991). 
They reported that a high value of the dimensionless sphere 
diameter leads to wall channeling, which results in an increase 
in heat transfer rate. All the abovementioned studies show that 
care should be exercised near the boundary and in high-porosity 
media since the non-Darcy effects are expected to become 
significant for convective transport. 

A literature survey, however, indicates that very few results 
have been reported for the case of combined natural and forced 
convection based on either the Darcy or non-Darcy model. 
Without consideration of the non-Darcy effects, Reda studied 
opposing mixed convection in an annulus (1988). Recently, the 
present authors (1992) investigated the effects of external flows 
on the buoyancy-induced convection in vertical porous annuli 
as a first step toward the complete understanding of this trans­
port phenomenon. Based on Darcy's law, the numerical data 
are correlated by the parameter groups Nu/Pe 1 / 2 and 
Ra/Pe3/2. The comparison of their numerical and experimental 
results shows good agreement. Particularly important for op­
posing flow, the decrease of the Nusselt number in a limited 
range of the Peclet number has been experimentally identified. 

In this study, we consider both aiding and opposing external 
flows on the buoyancy-induced convection in a vertical porous 
annulus, taking both viscous and inertial effects into account. 
Numerical calculations cover a wide range of Rayleigh and 
Peclet numbers (10 < Ra < 200 and 0 < Pe < 200) for a 
fixed radius ratio parameter (7 = 1). The radius ratio param­
eter is chosen for the present study because the Darcy results 
for this particular case have been experimentally verified by 
the present authors (1992). The primary purpose of the study 
is to investigate the effects of Brinkman and Forchheimer terms 
in the mixed convection regime. 

Mathematical Formulation and Numerical Method 
The geometry of the problem under consideration is a ver­

tical annulus filled with a saturated, homogeneous, and iso­
tropic porous medium. As shown in Fig. 1, a pressure-driven 
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Fig. 1 A vertical packed-sphere annulus with a finite heat source of a 
length H = D-.(a)schematic figure, (b) two-dimensional model with aiding 
external flow 

external flow, either aiding or opposing the buoyancy-induced 
flow, is maintained through the vertical channel, and the inlet 
fluid temperature is constant across the cross section. Through­
out the present study, the heater length, H, is the same as the 
gap width, D, and the radius ratio parameter, 7 = D/rit is 
fixed at unity. The steady-state, two-dimensional governing 
equations for isotropic, homogeneous, fluid-saturated porous 
media based on Darcy's law with the Brinkman-Forchheimer 
modification can be written in the following dimensionless 
form: 

1 aV d I 1 d<p 

8R \yR + 1 dR/ ' yR + 1 d2R 
(1) 

Da 

7 dco d co 

dRl yR+l dR dZ' 

72 Ra»e 36 

(yR+lf^'Pe-DadR 

F-e 
Pr^Da 

1 

\lv2+u2 

,dU dV\ 2dV 
1 dR dZ dR 

dR dZ 
3_ 

' dZ dR 

-U' 

J_ 
~Pe 

d ( 36 

3 \ d9 
+ dz (1 + ^ z 

= 0, (2) 

. (3) 

The governing Eqs. (2) and (3) can be reduced to those based 
on Darcy's law (Choi et al., 1992) as D a - 0 and F - 0 . The 
Darcy (Da) and the Forchheimer (F) numbers are respectively 
presented by the well-known forms given by Ergun (1952). 
Since Da and F are interrelated as a function of r\ and e, they 
should not be estimated individually. For the present study, 
computations are carried out for 0.01 < v\ < 0.5 and 0.1 < 
e < 0.9. In these ranges, some cases require specially structured 
porous media. Therefore, it is hoped that the present study 
covers all physically possible cases including some extreme 
cases. 

Since the viscous terms are accounted for in the Brinkman 
term, the no-slip conditions should hold formally. For the 
vorticity boundary condition along the walls, three different 
forms (Thorn's, Jensen's, and Wood's) are examined (Roache, 
1982). Through a series of computational experiments, it is 
found that Thorn's as well as Wood's forms produce stable 
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Fig. 2 Effects of the inertial and viscous terms at the top of the heater 
(Ra = 100, Pe = 0.1, aiding flow); (a) dimensionless vertical velocity, 
(b) dimensionless temperature when i; = 0.2 and i = 0.7 

solutions, while Jensen's formula gives unstable solutions for 
all cases. It is also observed that the results using the first-
order Thorn's formula and the second-order Wood's formula 
are essentially the same. For the present study, therefore, 
Thorn's formula has been used. The inlet and exit boundary 
conditions for the vorticity can be written in the following 
mathematical forms: (/') co = 0 at the inlet, (//') dw/dZ = 0 at 
the exit. 

The coupled and nonlinear governing partial equations were 
solved using the upwind finite difference scheme. Based on 
numerical experiments, the calculation procedure was repeated 
until the variations of 4> and d were less than 10~4 for Pe < 
10 and 10~5 for Pe > 10 between two successive iterations. 
To improve the convergence of iteration, both \p and 8 were 
over-relaxed when Pe < 20. Unlike the previous study (Choi 
and Kulacki, 1992), steep velocity gradients are expected near 
the wall due to the no-slip boundary conditions. Therefore, a 
nonuniform grid was employed with 26 grid points normal to 
the wall and 401 grid points in vertical direction. The im­
provement in the prediction of temperature and flow fields by 
further refinement is negligible; e.g., a 31 x 626 nonuniform 
mesh changes the Nusselt numbers and the maximum stream 
functions less than 1 percent. A fine mesh was used near the 
walls and the heat source in particular, and a relatively coarse 
mesh was used away from the heater in the Z direction. The 
Forchheimer term has been split into two parts, and the first 
part was treated as a source while the remaining part was 
combined with the Darcy and the viscous terms. Computations 
were performed on a CYBER 205 supercomputer after a vec-
torization of algorithm. 

Results 
Figures 2(a, b) demonstrate the influence of the individual 

and combined inertial and viscous terms on the velocity and 
temperature profiles. It is clear that the viscous term contrib­
utes most to the deviation from the result obtained when Dar-
cy's model is used, while the effect of the inertial term is 
negligible. Further numerical calculations for the various val-
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Fig. 3 Effects of the Rayleigh and Peclet numbers on A; (a) 0.01 < i; 
< 0.5 at i = 0.4, (b) 0.1 < £ < 0.9, i, = 0.1. 

ues of 7), e, Ra, and Pe indicate that the viscous term is a 
dominant factor for the significant change of the velocity and 
temperature profiles. Consequently, the overall Nusselt num­
ber on the heat source changes noticeably as 77 or e increases 
due to the viscous term. The reduction of the overall Nusselt 
number as ?? — 0.5 or e — 0.9 is always observed in the natural 
and forced convection regimes. The percentage deviation, A, 

V.rN U jnon-Darcy 
(Nu)D a r Cy 

(Nu)Darcy 

x 100 (percent), (4) 

which estimates the change of the Nusselt number by including 
the inertial and the viscous terms, is proposed as a measure 
of the "correctness" of the solution obtained when the Darcy 
model is used. As shown in Figs. 3(a, b), it is found that the 
value of A decreases as rj — 0.5 or e —• 0.9. The figures also 
indicate that the change of A is more pronounced for higher 
Ra and Pe. These graphs and further numerical calculations 
indicate that the Darcy model can be safely used without pro­
ducing unacceptable error (3 percent or less) when rj < 0.05 
and e < 0.4; the corresponding Darcy and Forchheimer num­
bers are approximately 10~6 and 10"\ respectively. Additional 
results, such as the streamlines, velocity, and temperature pro­
files at different Ra and Pe, are omitted for brevity and avail­
able from the reference by Choi (1990). 

Beckermann et al. (1986) and Lauriat and Prasad (1989) 
systematically studied the effects of Brinkman's and Forch-
heimer's extensions on the Nusselt number in a square cavity 
as shown in Table 1. The table indicates that the reduction in 
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Table 1 The negative values of the percentage of deviation, - A , due 
to the inertial and viscous terms in a square cavity (reported by Beck-
ermann et al., 1986, and Lauriat et al., 1989*) when Ra = 10'' 

Da 

10' 
10' 
10"4 

10J 

10" 
10-* 

F/Pr 

0.174 
17.4 
5 . 5 x 1 0 ' 
0.55 
5 . 5 x l O J 

5.5x10-' 

Inertial 

81.7 
95 .5 
56.6 
81.0 
3.0 

25.7 

te rm only Viscous term only 

90 .3 (90 .4 ' ) 
90.3 (90.4') 
48.9 (47.4") 
48.9 (47.4') . 
0.0(2.3') 
0.0 ( 2.3') 

Both 

91.0(91.1') 
96.6 (96.0') 
57.9 (62.4') 
81.3 (87.3') 
3.0 ( 9.4") 

25.7 ( - ) 

Table 2 The negative values of, the percentage of deviation, 
to the inertial and viscous effects 

Ra 

Pe Da F/Pr 100 200 500 1000 5000 

-A, due 

Lauriat el at. 
(1987): viscous 
term only 

10"* 
10"4 

1 0 2 

1.0 1.2 1.4 1.5 2.0 
8.1 10.6 16.9 22.9 35.1 

44.0 53.7 62.7 69.2 77.9 

Prasad et al. 
(1987): inertial 
term only 

lO'1 

10 ' 
io-2 

10' 

1.1 6.2 
8.1 27.0 

31.4 55.0 
58.3 75.6 

Present: both 0.01 10' 7.8x10' 10.5 13.4 
terms (aiding 20.0 10' 7.8x10' 13.0 14.8 
flow) 200.0 10' 7.8x10' 22.2 22.3 

the Nusselt number is most pronounced when Da and/or F/ 
Pr is KT1 or greater, while there are no significant effects of 
the non-Darcy terms when Da < 10~8 and F/Pr < 5.5 x 
10~5. It should be further noted that Lauriat and Prasad (1989) 
demonstrated the importance of the conductivity and aspect 
ratios. 

For the different geometries and boundary conditions, sev­
eral studies reported (Lauriat and Prasad, 1987; Tong and 
Subramanian, 1985) that the Brinkman term can be neglected 
without an appreciable loss of accuracy when the Darcy term 
is less than approximately 1CT5. It should be further noted 
that the reported criteria may vary depending on the nature 
of each problem, the characteristic length, and the upper limit 
of the Rayleigh number. Prasad and Tuntomo (1987) also 
investigated the inertial effects on natural convection in a ver­
tical porous cavity. The values of the percentage of deviation 
are tabulated in Table 2 from the results by Lauriat and Prasad 
(1987), Prasad and Tuntomo (1987), and the present study. 
The table indicates that the overall Nusselt number decreases 
as either Ra or Pe increases. Hence, based on the previous 
reports, the Brinkman and the Forchheimer terms should be 
carefully examined at the high Rayleigh or Peclet number al­
though Da and F are relatively small. 

In the previous study by the present authors (1992), a de­
viation of experimental data from the numerical results based 
on Darcy's model was found. The non-Darcy effects had a 
negligible impact on the discrepancy, which was briefly ex­
plained in conjunction with the Reynolds number based on 
the permeability. The porosity and dimensionless particle di­
ameter of the experiment are respectively 0.3811 and 0.0394 
(i.e., Da = 1.4932 x 10~6 and F/Pr = 8.0581 x 10-5), and 
Figs. 3(«, b) indirectly show little influence of non-Darcy terms 
for the reported case. To verify this precisely, a set of numerical 
calculations including non-Darcy terms has been performed 
and listed in the publication by Choi (1990); as an example, 
NuDarcy and Nunon.Darcy are 12.89 and 12.86 when Ra = 197.66 
and Pe = 100.88 for opposing flow. This confirms that the 
viscous and inertial effects are not the primary factor for the 
deviation of the experimental data. 

To investigate the effect of the non-Darcy terms in the mixed 
convection regime, a series of calculations has been carried out 
for a selected case of -n = 0.2 and e = 0.7 (Da = 1.0663 x 
10~3andF = 7.7778 x 10"3). For aiding flow, as we observed 
in Figs. 3(a), 3(b), and 4, a reduction of the Nusselt number 
is more pronounced as either Ra or Re increases. Such a trend 
is consistent with the results for the aiding case by Parang and 

Aiding 

Opposing 

Fig. 4 The percentage of deviation, A, as a function of Rayleigh number 
and Peclet numbers when ij = 0.2 and c = 0.7 

Keyhani (1987); i.e., their report shows a considerable reduc­
tion in the Nusselt number as GrDa/Re increases from 1 to 
10 when Da/e > 10"4. 

For opposing flow, however, Fig. 4 shows that the Nusselt 
number increases substantially due to the non-Darcy terms in 
the region of mixed convection. As discussed in the previous 
paper (Choi and Kulacki, 1992), the Nusselt number at a given 
Rayleigh number reaches a minimum point in the mixed con­
vection regime for the opposing flow, and the minimum point 
occurs at the lower Rayleigh number due to the non-Darcy 
terms. Figure 4 indicates that the Nusselt numbers for the non-
Darcy model are larger than those for the Darcy model as the 
Peclet number increases; then, they fall below Darcy values as 
Pe becomes large. 

Conclusion 
A numerical study of combined free and forced convection 

in a vertical porous annulus has been performed by using the 
Darcy-Brinkman-Forchheimer equation of motion. It is found 
that the viscous term changes the flow and temperature fields 
significantly near the boundaries of the highly porous media, 
while the inertia term has a negligible effect on the fields. For 
both aiding and opposing flows, the reduction of the Nusselt 
number is pronounced as the Rayleigh number increases in the 
natural convection regime, and as the Peclet number increases 
in the forced convection regime. For opposing flows in the 
mixed convection region, however, the influence of the non-
Darcy terms is not simple because of the interaction between 
buoyancy-induced upflow and the external downflow. Con­
trary to the previously obtained results of other investigators, 
the increases of the Nusselt number are observed due to the 
viscous and inertia terms in a certain range of the Peclet num­
ber. 
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A Similarity Solution for Free 
Convection From a Point Heat Source 
Embedded in a Non-Newtonian Fluid-
Saturated Porous Medium 

A. Nakayama1 

Nomenclature 
Cp = specific heat of fluid at constant pressure 
/ = dimensionless stream function 
g = acceleration due to gravity 
k = equivalent thermal conductivity of the fluid-satu­

rated porous medium 
K* = intrinsic permeability of the porous media for flow 

of power-law fluids 
n = power-law index of the inelastic non-Newtonian 

fluid 
q* = strength of point heat source 

Rax = local Rayleigh number based on q* defined in Eq. 
(11) 

T = temperature 
Te = ambient constant temperature 

u, v = Darcian or superficial velocity components 
x, r = cylindrical coordinates 

a = equivalent thermal diffusivity of the fluid-saturated 
porous medium 

/3 = expansion coefficient of the fluid 
5 = diameter of plume 
e = porosity of porous medium 

'Dept. of Energy and Mechanical Engineering, Shizuoka University, 3-5-1 
Johoku, Hamamatsu, 432 Japan. 

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer Division 
December 3, 1991; revision received June 18, 1992. Keywords: Natural Con­
vection, Non-Newtonian Flows and Systems, Porous Media. Technical Editor: 
R. Viskanta. 

t] = similarity variable defined in Eq. (14) 
8 = dimensionless temperature difference 

H* = fluid consistency of the inelastic non-Newtonian 
power-law fluid 

p = density of the fluid 
\j/ = stream function 

Introduction 
Convection problems associated with concentrated heat 

sources within fluid-saturated porous media are of great prac­
tical significance, for there are a number of practical appli­
cations in geophysics and energy-related problems, such as 
recovery of petroleum resources, geophysical flows, cooling 
of underground electric cables, and environmental impact of 
buried heat generating waste. The phenomena can be classified 
into two distinct regimes, namely, the low Rayleigh number 
regime where the temperature distribution is primarily due to 
thermal diffusion, and the high Rayleigh number regime where 
the flow driven by the heat source is a slender vertical plume 
such that the boundary layer approximation holds. The prob­
lems in the low Rayleigh number regime were tackled by Bejan 
(1978), Hickox (1981), and Nield and White (1982), while Yih 
(1965), Cheng (1978), Masuoka et al. (1986), Ingham (1988), 
and Lai (1990) followed Wooding (1963) who exploited the 
boundary layer approximation for obtaining similarity solu­
tions for buoyant plumes in the high Rayleigh number regime. 
Hickox and Watts (1980) numerically obtained the results for 
arbitrary values of Rayleigh number, for both the infinite and 
semi-infinite regions. 

However, all these previous studies assume that the fluid is 
Newtonian. Needless to say, a number of industrially impor­
tant fluids, including fossile fuels, which may saturate under­
ground beds, exhibit non-Newtonian behavior. Despite its 
importance in practical engineering applications, only a limited 
number of studies have been reported on free convection in 
non-Newtonian fluid-saturated porous medium. Chen and 
Chen (1988a, 1988b) solved the boundary layer equations for 
free convection of non-Newtonian fluids over a vertical flat 
plate, a horizontal circular cylinder and a sphere in porous 
media, using the power-law model, proposed by Christopher 
and Middleman (1965), while a general similarity transfor­
mation procedure has been proposed by Nakayama and Ko-
yama (1991) to find a class of possible similarity solutions for 
free convective flow of non-Newtonian fluids over a non-
isothermal body of arbitrary shape in porous media. However, 
the simplest and perhaps most important free convection con­
figuration, namely, a buoyant plume above a point heat source 
in a non-Newtonian fluid-saturated porous medium, has not 
been treated yet in the literature. 

In this note, a boundary layer analysis is presented for free 
convection from a point heat source embedded in a porous 
medium saturated with a non-Newtonian power-law fluid. The 
governing equations are found to possess a similarity solution 
for an arbitrary value of the power-law index. Closed-form 
solutions are presented for both flow and temperature fields, 
and the effects of pseudoplasticity on the plumes are examined. 

Analysis 
Consider the problem of a plume rising from a point source 

of strength q* in a non-Newtonian fluid-saturated porous me­
dium, as illustrated in Fig. 1. When the heat source is suffi­
ciently strong, the streamwise thermal diffusion above the heat 
source may well be neglected so that the boundary layer ap­
proximation holds. 

The equation of continuity in terms of the apparent (Dar-
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cations in geophysics and energy-related problems, such as 
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of underground electric cables, and environmental impact of 
buried heat generating waste. The phenomena can be classified 
into two distinct regimes, namely, the low Rayleigh number 
regime where the temperature distribution is primarily due to 
thermal diffusion, and the high Rayleigh number regime where 
the flow driven by the heat source is a slender vertical plume 
such that the boundary layer approximation holds. The prob­
lems in the low Rayleigh number regime were tackled by Bejan 
(1978), Hickox (1981), and Nield and White (1982), while Yih 
(1965), Cheng (1978), Masuoka et al. (1986), Ingham (1988), 
and Lai (1990) followed Wooding (1963) who exploited the 
boundary layer approximation for obtaining similarity solu­
tions for buoyant plumes in the high Rayleigh number regime. 
Hickox and Watts (1980) numerically obtained the results for 
arbitrary values of Rayleigh number, for both the infinite and 
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However, all these previous studies assume that the fluid is 
Newtonian. Needless to say, a number of industrially impor­
tant fluids, including fossile fuels, which may saturate under­
ground beds, exhibit non-Newtonian behavior. Despite its 
importance in practical engineering applications, only a limited 
number of studies have been reported on free convection in 
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Chen (1988a, 1988b) solved the boundary layer equations for 
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media, using the power-law model, proposed by Christopher 
and Middleman (1965), while a general similarity transfor­
mation procedure has been proposed by Nakayama and Ko-
yama (1991) to find a class of possible similarity solutions for 
free convective flow of non-Newtonian fluids over a non-
isothermal body of arbitrary shape in porous media. However, 
the simplest and perhaps most important free convection con­
figuration, namely, a buoyant plume above a point heat source 
in a non-Newtonian fluid-saturated porous medium, has not 
been treated yet in the literature. 

In this note, a boundary layer analysis is presented for free 
convection from a point heat source embedded in a porous 
medium saturated with a non-Newtonian power-law fluid. The 
governing equations are found to possess a similarity solution 
for an arbitrary value of the power-law index. Closed-form 
solutions are presented for both flow and temperature fields, 
and the effects of pseudoplasticity on the plumes are examined. 
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Consider the problem of a plume rising from a point source 

of strength q* in a non-Newtonian fluid-saturated porous me­
dium, as illustrated in Fig. 1. When the heat source is suffi­
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where 

0 ^Heat source 

Fig. 1 Physical model and its coordinates 

cian) velocities can be written using the cylindrical coordinates 
(x, r) as 

dx r dr (1) 

Darcy's law for the non-Newtonian power-law isotropic 
fluids has the general form: 

vp-- K(\u\) u-pg 

where u and g are the Darcian velocity vector and the gravi­
tational acceleration vector, respectively. Along the x axis, the 
equation can be written as 

dP M* « 

-Jx=Y*u~K 

where the boundary layer approximation is exploited as 

J S - ( | M | ) = K V I M I " - 1 = K V M " - 1 

since u2 » v2. Thus, the non-Newtonian power-laws proposed 
by Christopher and Middleman (1965) and Dharmadhikari and 
Kale (1985) have a common form, which, when combined with 
the Boussinesq approximation, can be written as 

^u" = pgP(T-Te) (2) 

where n is the power-law index, while /u.* is the consistency 
index for the power-law fluid, and K* is the modified perme­
ability for power-law fluids as defined below: 

/ I + 1 
de 

K = i 

25 \3« + iy \3 ( l - e )y 

[Christopher and Middleman] 

de 
C ne 

3n+\J \3(1 — eV 

[Dharmadhikari and Kale] 

(3«) 

(36) 

C = ; 3 /9n + 3 
8« 

6 « + l 
10n-3 

3(IOn-3) 

• 10n+l l (4) 

Note that for Newtonian fluids n = 1, C = 6/25 and the two 
expressions for K* are then identical. In the above equations 
d is the particle diameter and e is the porosity. The energy 
equation is given as follows: 

dT dT 
r\ u — + v — 

dx dr 

dt 
dr V dr 

(5) 

where a is the effective thermal diffusivity of the fluid-solid 
system. The energy equation must satisfy the boundary con­
dition: 

y=oo; T=Te 

and the enthalpy conservation constraint: 

27rpC„ \ u(T~Te)rdr = q* 

(6) 

(7) 

where p and Cp are the density and specific heat at constant 
pressure of the fluid, respectively. 

A scale analysis on Eqs. (1), (2), (5), and (7), such as pro­
posed by Bejan (1984), reveals that the centerline temperature 
and velocity decay as 

(Tc-Te)~q*/kx 

uc~ 
K*pgtSq* 

\ln 

ix kx 

and the plume diameter 8 is of the order 
vl+f l> 1 / 2 » 

• R a , 

5~ 
H*Cp(ax) 

where 

Ra,= 

(8) 

(9) 

(10) 

(H) 

is the local Rayleigh number based on point heat source 
strength, which is constant for the case of Newtonian fluids 
(n = 1), and k ( = pCpa) is the effective thermal conductivity 
of the fluid-saturated porous medium. The foregoing scale 
argument suggests that 8 grows in proportion to x<1 + ")/2" as 
illustrated in Fig. 2, where distinct difference can be seen among 
the shapes of the plume envelopes. The boundary layer type 
of slender plumes can be obtained if the source is strong and 
therefore Rax is made sufficiently large. Since Rax — 0 for x 
— oo when n < 1, the boundary layer analysis for the case of 
pseudoplastic fluids (n < 1) is valid in some limited inter­
mediate region above the heat source where Rax is sufficiently 
greater than unity. (Note that uc for the pseudoplastic fluid 
plume decreases so drastically away from the heat source that 
Ra* ~ UcX/a diminishes downstream.) To gain some feeling 
of the extent of this intermediate region for the case of pseu­
doplastic fluids, consider a point heat source embedded in a 
bed of packed spheres of diameter 1 mm, saturated with an 
aqueous carboxymethyl cellulose solution in which n = 0.94, 
/ = 1.2 x 10~2 Pa s094, p = 103 kg/m3, g = 9.8 m / s \ /3 
= 1.8 x 10"4/K, k = 0.88 W/m, a = 2.1 x 10"7 m2/s, and 
K* = 2 x 10~9 m194 (Asano, 1992). The condition Ra* » 
1 may be translated for the case as, x « 50 m for q* = 2 
W and x « 40 km for q* = 3 W. Thus, the boundary layer 
approximation holds even far downstream. 

Having established appropriate scales, the following trans­
formations are proposed: 

^ = cocf(ti) 

T-Te=(q*/kx)0(ri) 

(12) 

(13) 
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n < 1 

Newtonian 

n = 1 

Fig. 2 Plume shapes 

Dllatont 

n > 1 

0 2 

Fig. 3 Velocity profiles 

10 

and 

' x 
(14) 

The stream function \p is introduced to satisfy the continuity 
equation. Thus, the velocity components u and v are given in 
terms of the proposed transformed variables as 

ld+ a f 
u _ _ _ _ Ra^ — 

r dr x rj 
and 

1 3i/- aRaj 

r dx x 

i+n f, _ / ' 
2n J 7] 

(15) 

(16) 

After some manipulations on Eqs. (2) and (5) using Eqs. (13)-
(16), the following set of the ordinary differential equations 
can be obtained: 

(f/ri)n = 6 (17) 

and 

(r,6'+fd)'=0 (18) 

Integrating Eq. (18) once and noting 6 = 6' = 0 as ij — oo 

•q6' +fd = 0 (19) 

Then, combining the above equation with Eq. (17) in favor of 
/> 

n(nf"-f')+ff'=0 (20) 

It can be shown that the solution satisfying Eq. (20) and the 
appropriate boundary condition, namely,/ = 0 at rj = 0, must 
have the form: 

•>2 

/=" (Mr 
i + 

(Ar,)1 

An 

(21) 

where the constant A is determined from the enthalpy con­
servation constraint transformed as 

2TT \ 7)(—\ dri=l (22) 

Hence, the final expressions for the streamwise velocity and 
temperature distributions are given by 

2A2 

(aRax/x) 
1 + 

An 

2V2 (23) 

10 8 

7] 
Fig. 4 Temperature profiles 

where 

T-Te 

(q*/kx)~ 

A = 

(2A2)" 

1 + 
(Ar,) 

An 

m 

l+2n 

(24) 

(25) 

and 

When n = 1, the results naturally reduce to those of Newtonian 
fluids, reported by Masuoka et al. (1986) and Lai (1990). 

Results and Discussion 
The resulting velocity and temperature profiles for n = 0.5, 

1.0, and 1.5 are presented in Figs. 3 and 4, respectively. It can 
be seen from Fig. 3 that the dilatant fluids (n > 1) make the 
velocity profile somewhat more peaked, while the pseudo-
plastic fluids {n < 1) tend to produce more uniform velocity 
profiles, as in the case of power-law fluid flow in the absence 
of porous media. The effects of pseudoplasticity on the tem­
perature field can be examined from Fig. 4, which clearly shows 
that the temperature profiles become flatter and the temper­
ature level is maintained higher as the pseudoplastic index n 
decreases. To visualize the effect of buoyancy on the temper­
ature field the isotherms for (T - Te)/ATTe! = 0.1 generated 
for n = 0.5, 1.0, and 1.5 at Ra = 500 and 5000 from Eq. (24) 
are plotted in Figs. 5(a) and 5(b). The ordinate and abscissa 
variables are set to 
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Ra=500 

•n= . 5 

I I I I I 3K 1 1 1 1 1 
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r* 
( a ) 

Ra=5000 

J L I L J L _ L 
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Fig. 5 Isotherms for (T - rj/47;,, = 0.1: (a) Ra = 500, (b) Ra = 5000 
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and 
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where ATK{ is an arbitrary temperature scale. The figures show 
that a high temperature zone expands farther for smaller n, 
as may be expected from the velocity and temperature profiles 
shown in Figs. 3 and 4. Comparison of Figs. 5(a) and 5(b) 
leads to the obvious conclusion that the effect of Ra is to make 
the plume slender. 
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v = phonon group velocity, cm/seg 
e = energy of heat carrier, erg 
v = cos(q, r) 
p = density, g/cm3 

7> = carrier relaxation time, seg 

1 Introduction 
Laser-annealing experiments on planar surface layers of sil­

icon and germanium using nanosecond synchrotron x-ray pulses 
have shown that, as heat enters the sample, the transient tem­
perature profile evolves more slowly than predicted by standard 
theories based on Fourier's law (Larsen et al., 1986; Tischler 
et al., 1988). These theories assume that the temperature varies 
little over a length comparable to the mean free path, which 
need not be the case for the transient regime in ultrafast phe­
nomena. In the experiments, temperature gradients as high as 
109 K/m were produced during the first few nanoseconds after 
irradiation. 

As shown in previous work dealing with the planar surface 
geometry, a nonlocal theory that takes into account the tem­
perature change over the length scale of a mean free path is 
capable of explaining the reduction in the rate of heat transfer 
(Mahan and Claro, 1988, 1989; Claro and Mahan, 1989). In 
this paper we analyze a cylindrical geometry: The material that 
is heated initially is a cylinder, embedded in a cooler medium, 
through which heat flows radially. Compared to the local so­
lution based on Fourier's law, our nonlocal results show a 
reduction of the rate of heat flow qualitatively similar to the 
one observed in a planar geometry. 

2 Basic Relations and Boundary Conditions 
Consider a cylinder of infinite length embedded in a uniform 

and infinite medium. We assume that the initial temperature 
profile T(r, t = 0) is known. At later times the profile and 
the heat flux are related by the equation (Carslaw and Jaeger, 
1959) 

dT(r, t) , 1 drJ(r, t) 
pc = 0. p dt r dr (1) 

We shall assume that the temperature is high enough that heat 
is carried mainly by acoustic phonons (collective atomic vi­
brations). Treating phonons in the Debye approximation (Kit-
tel, 1956), one has 

J(r, t) = - U ( d\i(q)vpf(r, v, q), (2) 

where the statistical distribution of carriers / obeys Boltz-
mann's equation, 

f-fo 3 / of 
— +vv — = 
dt dr (3) 

Here the relaxation time approximation has been adopted (Reif, 
1965). In the presence of a temperature gradient the solutions 
of Eq. (3) have transients with a characteristic decay time of 
the order of 77, which in turn is of the order of the time between 
collisions among the carriers. If this time is small compared 
to the time in which the temperature profile varies significantly, 
as is the case in semiconductors (Larsen et al., 1986), we need 
only consider the steady-state (time independent) solutions of 
Eq. (3). Substituting / = / 0 + g, Eq. (3) may be written in 
the form 

\+Trvv — )g= -Trvv 3/o 
dr' 

(4) 

r 
r 

A 

a\ r 

h 

1 
1 
1 
1 

( a ) 

Region B 

(J») 

Fig. 1 Choice of angles that define the direction of propagation of the 
carriers (a). Different regions in space according to whether in their 
trajectories the carriers touch (region A) or do not touch (region B) the 
cylinder (b). A sample trajectory is shown in each region. 

In semiconductors at long wavelengths rr = l/q2r](T) (Glass-
brenner and Slack, 1964). We shall assume the more general 
form 77 = /(q)/£(7)u, with £ a dimensionless quantity. The 
general solution of Eq. (4) is then 

g(R, v, q)= -e 
I t" JR_ R 1 r« dR" 
7 J *<«') HP' -1^- ol J HR") 

dR' 
(5) 

where R(r) = Jr dr'£[T(r')]). We call a the angle q makes 
with the plane perpendicular to the axis of the cylinder, and 
/3 the angle the projection of q on this plane makes with R 
(Fig. la). The integral that appears in the exponents is resolved 
using the identities 7?sinj3 = R' sin /S' and v(R) = cosacos/3, 

f , 1 /?'cos/3' 
dR' - - r = —. (6) 

J v(R ) cosa 
Between scattering events, carriers travel in straight lines in 

all directions. Let us divide the space into two regions, as shown 
in Fig. 1(b). Region A contains trajectories that include the 
observation point P and hit the cylinder, while region B in­
cludes all remaining trajectories. The boundary conditions for 
g(R, v, q) are obtained from the requirement that the cylinder 
have a constant temperature and the disturbance vanishes at 
infinity. This gives 

g>(Ra, v,q)=-g< (Ra, - v, q) 

g<(°°, v, q) = 0. 

Using Eqs. (6) and (7) in Eq. (5) one gets 

RcasP 1 2R„cosg. „oo af J?'cos/3' 

(7) 

g>(R, v, q) = < T 7 c ^ / e /coso, dR'~ 
\ •>*„ dR 

I. 
g<(R, P, q) = e

_ ' c o s« 
•>R, 

R , , R'cosff' 

oh + I dR ~ e 
R, 

feos/3 „R „^. 

dR 

R'QOSH' 

p /cosa (8) 
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In region B we use the boundary condition at infinity (7) and 
the continuity of the function g at the point 5 where v changes 
sign (Fig. lb), 

g>{Rs,v,<d = g<(Rs,-»,<d- (9) 

In these expressions Ra = R(a), Rs = RsinP, |80 is the angle 
at R = Ra, and the symbol < ( > ) is used to represent motion 
of the carriers with cos v less (greater) than zero. The contri­
bution of the carriers in this region is then obtained using Eqs. 
(6) and (9) in Eq. (5), 

1.0 

*cos|3 

g>(R, v,q) = e /cos« ( r « , a/0 
dR 

7 e 

R'cosP' 

/cosa 

dR'-^e'™" 
Rsinff "R ) 

RcosP 

g<(R, v, q) = e~fc°s< " dR' -^r e 
<>R 

j/b 
dR' 

dR 

fl'cosff' 
/cosa (10) 

Equations (8) and (10) are the solutions to Eq. (4) that are of 
interest to us. 

3 Evolution of the Temperature Profile 
At temperatures higher than the Debye temperature (a case 

we assume to hold),/o = l/[exp(e/kBT) - 1] = kBT/e. As­
suming e to be a constant and writing / = qo/q2, we obtain 
from Eqs. (8), (10), (2), and (1) the equation for the time 
evolution of the temperature profile, 

dT(y, T) 

dr 

mb, T) 

By' 

d2T{y',T) „ , , 
7z— F(y, y ; u) 

dy-

dy 

F(y, b; u) 

d2T(y',r) 

dy'2 

dT(u, T) 

G{y,y';u) 

dy' 
G(y, u; u) (H) 

Here the quantities y = qoR, b = qoRa, u = ysmfi, w = 
sina, and r = £q'[)kBvt/6ir2pc are dimensionless. The functions 
F(y> y' \ u) a n d G(y, y' \ u) are defined by 
F(y,y'\ u) = 

— \ dx K(\ly2-u2-2\Jb2-u2 + \Jx1 -u7 

5w J„' 

+ s i g n ( > - A : ) ^ ( l V / - w 2 - V ^ 2 - " 2 1 ) 

G<j,y';u)=-j-\ dx K(yJy2-u2 + \Jx2-u2) 

- sign(y -x )K{ Iyfy2 - u2 - yfx2 - u21) (12) 

K(z) =5 I dw \ 
Jo JO 

dpp e V'-"2-

The first (second) integral in Eq. (11) is the contribution of 
carriers in the region A (region B). The kernel K(z) is a de-
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Fig. 2 The kernel K(z) controlling the extent in space of nonlocality 
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Fig. 3 Local (dashed line) and nonlocal (full line) temperature profile 
after an elapsed time T = 1 

creasing function of z with a decay length that characterizes 
the extent of the nonlocal contributions to the thermal flux. 
It is shown in Fig. 2. 

4 Numerical Example 
We have solved Eq. (11) numerically using standard tech­

niques. The time and space derivatives were treated as a for­
ward difference and a central difference formula, respectively. 
Simpson's method was used to obtain the integral in Eq. (11). 
Increments were chosen to obtain better than 1 percent ac­
curacy. 

Figure 3 shows the temperature profile after a time T = 1 
has elapsed. The solid line is our nonlocal solution and the 
dashed line, the corresponding solution based on Fourier's Law 
(Carslaw and Jaeger, 1959). Initially the cylinder was assumed 
to be at 1600 K and the medium surrounding it, at 600 K. 
Notice that at the cylinder edge the temperature has a discon­
tinuous slope. The figure shows that the nonlocal profile lags 
behind the local result, indicating that heat transport is inhib­
ited by nonlocal effects. As time progresses the nonlocal and 
local solutions become more similar, coinciding in the limit T 
= oo. In this limit, and for the specified boundary conditions, 
the solution in both cases is T(R = qo^r, o°) = const. 
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View Factor Algebra for Two Arbitrarily Sized Non-
opposing Parallel Rectangles 

L. W. Byrd1 

Evaluation of the radiative heat transfer between two sur­
faces requires the use of a view factor, Fx _ 2, to give the fraction 
of radiation emitted from surface 1 that directly strikes surface 
2. This discussion gives an equation to calculate the view factor 
between two arbitrarily sized nonopposing parallel rectangles 
in terms of view factors for opposing rectangles of the same 
size. This was originally presented by Hamilton and Morgan 
(1952) but their equation (referenced by Siegel and Howell, 
1981, and Chapman, 1987) is missing one term. A closed-form 
solution derived by Hsu (1967) for the general case of two 
arbitrary parallel rectangles is also referenced as the recom­
mended method for calculating the view factor. Hsu's ap­
proach is later generalized by Yuen (1980) to incorporate general 
polygons that do not have to be parallel to each other. 

This discussion derives the expression for parallel rectangles 
that are not directly opposed. Using the notation of Fig. 1, 
this corresponds to i*i_9 '. View factors for the geometries 
shown in Figs. 2 and 3 are used as building blocks for Ft-9'. 
The final result will be written entirely in terms of view factors 
for parallel opposing rectangular plates of the same size as 
shown in Fig. 4. This as well as basic view factor relations 
used in the derivation are given by Incropera and DeWitt 
(1990). The view factor Fa-b' for the geometry shown in Fig. 
2 can be found using the notation of Hamilton and Morgan 
as follows: 

Let: 

Gi-j=AjFj-j G,_ ( ( / ) ' =AjFj. Uj)' 

GU-,> = {A, + Aj)FU-,' Gfi = Gi-!> 

(1) 
Then: 

G(ab)2=Gab-{ab)' = Ga-{ab)' + Gb-(ab)' 

= Ga2 + Ga„b> + G„-a>+Gb2 (2) 

Using a result from Siegel and Howell (1981), Ga_ft' = Gb-a> 
gives: 

G„-„' = 1/2 {G{ab)2-Ga2-Gb2) (3) 
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|/r J/8* i/9' / 
Fig. 1 Geometry for nonopposing parallel rectangles 

Fig. 2 Nonopposing parallel rectangles aligned on one edge 

Similarly for Fig. 3: 

G„_ ce- (df) Jc- (d/) + Ge_ W) 1/2 (G (cdef) 2-G (ce)z 

-G((V-)2)=>Gc-(/' +GC_/ ' +Ge-d' +Ge„ 

= 1/2 (G (cdef)* G (<*r Gm2) (4) 

It can be shown that Gc_/' = Ge-d> by writing them in integral 
form, interchanging the order of integration, and renaming 
the dummy variables of integration. This and rewriting Gc_d ' 
and Ge^f' gives: 

Gc_y' = 1/4 [G(cflV)2 +G<2+ Gd2 + Gfi 

+ G/2- (G(cd)2+G(c(,)2+G(a. / )2+G(e/)2)] (5) 

Returning to Fig. 1, write G)_9 ' as: 
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II 

Fig. 3 Nonopposlng parallel rectangles aligned on one corner 

G1-9 ' =Gi_(4589)' - G i _ 4 ' - G i _ 5 ' - G i _ 8 ' (6) 

Gi_4' and Gi„ 8 ' can be rewritten: 

Gi_4' = Gi_(45)' -Gi-S' and G]_ 8 ' =G1_ (58 ) ' - G i _ 5 ' (7) 

UseEq. (5) to expand G1.(45S9)', Gi_ (45 ) ' , Gi_ 5 ' , and Gi_{58) ' 
and combine Eqs. (6) and (7) to arrive at: 

G1-9 ' = 1/4 [G(123456789)2~ (G(i25678)2 + G(234589)2 + G(456789)2 

+ G(i23456)2) + ( G(1256)2 + G(2345)2 + G(4589)2 + G(5678)2 + G(456)2 

+ G(258,2 ) " ( G(25)2 + G(45)2 + G(58)2 + G(56)2 ) + G52] (8) 

This equation is the same as that presented by Hamilton and 
Morgan except for the term G5_5 ' , which was inadvertently 
omitted in the original paper. Equation (8) is sensitive to the 
values that are used for each term so it is recommended that 
graphs should not be used. Hsu's result is more general than 

1 

2 

Fig. 4 Parallel opposing rectangles of the same size 

Eq. (8) because it can also be used for rectangles that are 
directly opposed. Since the programming effort is similar for 
either method, Hsu's equation is recommended. 
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